Markov Decision Process Parallel Value Iteration Algorithm On GPU
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Abstract. This paper defines an Out Of Play model based on Markov Decision Process. The best path for playing can be found and recommended by using this model, and a value iteration algorithm of Markov Decision Process is used to implement the model. In this paper, the implementation of this model with CPU is presented. And then, in order to improve the performance of the value iteration algorithm, a parallel value iteration algorithm on GPU is designed and showed. For the calculation of a large amount of data, the experimental results show that the parallel value iteration algorithm on GPU improves performance far more than that of the serial value iteration algorithm on CPU.

Introduction

Graphic Processing Unit (GPU) attracts more and more attention in general-purpose computing with the development of graphics hardware. But now, GPU is not only used in graphic, it is also considered as a powerful technique for obtaining inexpensive, high performance parallelism [1, 2]. General-Purpose GPU is a highly parallel, multithreaded, many-core processor with a very high computational power and memory bandwidth [3]. GPU architecture is designed for optimization of massively parallel computing, because of this architectural difference, a GPU is in general more advantageous for large-scale parallel data processing applications than general-purpose CPUs[4], and the high performance computing community leveraging a GPU can yield performance increases of several orders of magnitude[5,6]. High-performance computing with GPUs is called GPU computing [7]. So using GPU for parallel computing will become a new focus for the purpose of speeding up the calculation.

Markov Decision process is a stochastic dynamic system based on the theory of Markov process and decision-making process. In Markov decision process, the ultimate goal is to find an action for every state so that the performance of the system is the best. In this paper, in order to reach higher performance, a parallel implementation on GPU is given, and OpenCL is selected to program.

Markov Decision Process

Markov Model. Markov Decision process [8][9] can be defined as a four tuple \(<S,A,T,R>\). In the tuple, \(S\) is a finite set of states, and \(A\) is a finite set of actions; \(T\) is probability distribution ( means the probability of transition from state \(s\) to state \(s'\) by taking action \(a\); \(R\) is the reward function, and \(\gamma\) means the reward got when taking action from state \(s\) to state \(s'\). In MDP, there is a parameter \(\gamma\) which is a discount factor and is used to reduce the interference from the future actions.

Value Iteration Algorithm. In order to solve Markov model, there are many algorithms proposed. In this paper, the value iteration algorithm of MDP is selected for studying.

The main idea of value iteration algorithm [8] is iteration. In the algorithm, the target is to find the optimal policy via the optimal value iteration. First, we give an initial value function for every state, then we update the value function of every state to a next value function for every iteration until satisfying a condition. Fig 1 [8] is the pseudo of value iteration algorithm.
Out of Play Model. According to Markov Model and the value iteration algorithm, this paper gives a MDP model—Out Of Play model. This model can be described as follows: Go out for playing, but we can’t decide where to go, or we don’t know which transportation (how to go: bus or walk) can be chosen to reach the destination. In fact, this can be described as a MDP. In the scene, choosing where to go and how to go are random and uncertain, and according to the uncertain destination and mode of transportation, a MDP model can be created. In the model, the different destinations can be described as the finite set of states, and the different transportations can be described as the finite set of actions. Every state has an initial reward which represents the fun level. Every state can take different actions to get to another state, and this meets a probability distribution. In the model, a satisfied optimal path must be found. Fig 2 is the whole system model.
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**Parallel Computing On GPU**

Find the Optimal Policy of Out of Play. In order to find the optimal policy of Out of Play, the four steps are as follows.

1. For every state, the value function should be computed, and we can find the optimal value function according to the values. The optimal value function [10] could be defined as follows.

\[ V^*(s) = \ldots \] (1)

2. In this paper, \( \gamma \) is set to be 0.5, so the formula is as follows.

\[ V^*(s) = \ldots \] (2)

3. For every state, after computing the optimal value function, find the state whose value function changes greatest. So get the maximum difference as below:

\[ \ldots \] (3)

Where \( n \) is the number of states.

4. According to the above formulas, finding an optimal value for every state so that a unique action exits for every state is necessary. But for an action taken to a state, the state can jump to many states. The next state jumped is not unique. So the next unique state should be determined to jump to. To achieve this effect, choosing the state whose transition probability is the greatest.

\[ \ldots \] (4)

Where \( s_i \) and \( s_j \) are the serial numbers of the states, and \( a \) means the taken action when the serial number is \( i \).

Value Iteration Algorithm With OpenCL. OpenCL has its execution model. In this paper, it’s necessary to combine the value iteration algorithm with OpenCL. Fig.3 is the hybrid execution model of value iteration algorithm of MDP.
Fig. 3: The model of value iteration algorithm with OpenCL

According to value iteration algorithm of MDP and the programming method of OpenCL, the pseudo code of value iteration algorithm which is used to implement the Out Of Play with OpenCL is as Fig 4.

Fig. 4: Pseudo code of value iteration algorithm in OpenCL
Display the Results

Part 3 has given a pseudo code of value iteration algorithm with OpenCL. After implementing the Out Of Play model, this part shows the experimental results.

Fig 5 is the result of the Out Of Play model implemented by MFC. In the program, after selecting the starting place, the system can give a recommended path with the modes of transportation, and it is an optimal path.

![Image of Out Of Play result](image)

**Fig.5: The result of Out Of Play**

**Performance Comparison**

In this paper, the main improvement is to change the value iteration algorithm of MDP to parallel algorithm on GPU and implement the Out Of Play model by using parallel value algorithm of MDP on GPU. As is expected, the performance of parallel value iteration algorithm improves a lot.

(1) For different states

In this scene, after implementing the system with different number of states, but with the same, the experimental data shows the time consumed is extremely different. Table 1 shows the time used for different number of states. According to the experimental results, apparently, the time of CPU increases faster than GPU with the growth in the number of states. When the number of states reaches 10000, the time consumed by CPU is 20 times more than that of the time consumed by GPU. The performance of the model implemented on GPU improves much than that of CPU.

**Table 1: time consumed on CPU and GPU with different number of states**

<table>
<thead>
<tr>
<th>The number of states</th>
<th>1000</th>
<th>2000</th>
<th>4000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU time [ms]</td>
<td>2304</td>
<td>768</td>
<td>3328</td>
<td>23552</td>
</tr>
<tr>
<td>GPU time [ms]</td>
<td>1024</td>
<td>512</td>
<td>768</td>
<td>1024</td>
</tr>
</tbody>
</table>

(2) For different $\Delta$

In this scene, after implementing the system with different, but with the same number of states, the experimental results show the time consumed is very different. Table 2 shows the time consumed for different $\Delta$. According to the experimental data, apparently, the time consumed by CPU increases much faster than that of GPU with the reduction of $\Delta$. When $\Delta$ is 0.0025, the time consumed by CPU is 4 times more than the time consumed by GPU. The performance of the model implemented by GPU improves much more than by CPU.

**Table 2: time consumed on CPU and GPU with different**

<table>
<thead>
<tr>
<th>$\Delta$</th>
<th>25</th>
<th>2.5</th>
<th>0.25</th>
<th>0.025</th>
<th>0.0025</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU time [ms]</td>
<td>512</td>
<td>1280</td>
<td>1792</td>
<td>2560</td>
<td>2816</td>
</tr>
<tr>
<td>GPU time [ms]</td>
<td>512</td>
<td>512</td>
<td>512</td>
<td>768</td>
<td>768</td>
</tr>
</tbody>
</table>
Conclusion

This paper presents how to improve the performance of value iteration algorithm of MDP. Of course, for the calculation of the large amount of data, parallel computing is a pathway to improve performance, especially parallel computing on GPU. So we change the value iteration algorithm of MDP to parallel algorithm on GPU and implement an Out Of Play model by the parallel algorithm. According to the data from experiment, the performance of value iteration algorithm of MDP improves a lot.

In the future, we can optimize the parallel algorithm on GPU according to the platform optimization of OpenCL, so that the performance can improve much more. Except that, we can change other Markov Decision Process algorithm to parallel algorithm on GPU.
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