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Abstract
The aim of this paper is to study blind separation of speech signals based on feedforward neural network with sine activation function. The natural gradient is a major contribution to blind source separation (BSS) because its performance is independent of the mixing matrix. Computer simulations are provided by speech signals as sources (ten speakers) and in the instantaneous mixing case show that the algorithm with sine activation function converges faster and recovers independent sources better than other activation functions.
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1. Introduction
Since the pioneering work of Jutten and Herault [1], the problem of separating out linearly mixed statistically independent source signals by the independent component analysis (ICA) technique has been widely investigated both in the neural network community, and in the signal processing community and several algorithms and methods have been proposed by many authors. An excellent information-theoretic approach by Bell and Sejnowski [2] with the natural gradient modification developed by Amari [3] has attracted much interest in the neural network community.

The aim of this paper is to study blind separation of speech signals based on feedforward neural network with sine activation function. Compared to the hyperbolic tangent activation function, sine activation function makes the algorithm convergence faster.

2. ICA Technique
The task of source separation is to estimate the mixing matrix or to recover original sources, given only their mixtures.

For separating out $N$ linearly mixed independent sources, we use a fully connected feedforward neural network with $N$ inputs and $N$ outputs shown in Fig.1 whose linear part is described by the relationship:

$$\mathbf{u}(n) = \mathbf{Wx}(n) \quad (1)$$

where $\mathbf{x}(n) = [x_1(n) \ x_2(n) \cdots x_N(n)]^T$ is the network input vector, $\mathbf{u}(n) = [u_1(n) \ u_2(n) \cdots u_N(n)]^T$ denotes the network output vector, and $\mathbf{W}$ is the weight-matrix. Each row-vector $\mathbf{w}_j$ represents the weight-vector of corresponding $j$-th neuron. The mixing model is

$$\mathbf{x}(n) = \mathbf{As}(n) \quad (2)$$

where $\mathbf{A}$ is a constant real-valued full-rank $N \times N$ unknown mixing matrix, $\mathbf{s}(n) = [s_1(n) \ s_2(n) \cdots s_N(n)]^T$ is a $N \times 1$ vector containing $N$ source signals to be separated, i.e. we only deal with the hidden layer and the output layer.
with the instantaneous linear mixture problem.

\[ s_1(k) \rightarrow \text{Linear Mixer} \rightarrow x_1(k) \rightarrow \text{Linear Demixer} \rightarrow u_1(k) \]
\[ s_2(k) \rightarrow \rightarrow x_2(k) \rightarrow \rightarrow u_2(k) \]
\[ \vdots \]
\[ s_N(k) \rightarrow \rightarrow x_N(k) \rightarrow \rightarrow u_N(k) \]

Fig.1: Block diagram illustrating basic BSS problem.

The basic principle that the ICA technique is based on is that after application of mixing model (2) the resulting processes \( x_j \) are no longer statistically independent. In order to achieve separation, that means finding a weight \( W \) such that \( WA \) equals the identity matrix, the weight matrix may be learnt so that the network’s outputs (1) become as independent as possible.

The natural gradient algorithm was first proposed by Cichoki [5] and later studied and justified by Amari [3]. The natural gradient algorithm is

\[ W(n+1) = W(n) + \mu \left[ I - \Phi[u(n)]u'(n) \right] W(n) \]

(3)

Where \( \Phi(u) \) is also called as the activation function of the learning algorithm [4].

3. Simulations

We apply the natural gradient algorithm Eq. (3) to separate sources with different activation function to compare their performance. A typical activation function is sigmoid function used widely in many papers

\[ \Phi(u) = 2\tanh(u) \]

(4)

The sine activation function which is defined as

\[ \Phi(u) = \begin{cases} 
1 & u > \pi/4 \\
\sin(2u) & -\pi/4 \leq u \leq \pi/4 \\
-1 & u < -\pi/4
\end{cases} \]

(5)

is used in this paper.

In this simulation we use natural speech as our sources. We use ten different speakers on 4 seconds speech segments, which were sampled at 8kHz and were normalized such that their variance is equal to 1. A nonsingular random mixing matrix \( A \) was generated with values uniformly distributed between -1 and 1 to make the mixed time series \( x \) from the original sources \( s \). To measure the performance of the natural gradient algorithm with two different activation function (4) and (5), we use the cross-talking error [7]

\[ E = \sum_{i=1}^{N} \sum_{j=1}^{N} \left| P_{i,j} \right| - 1 \]

(6)

where \( P = (p_{ij}) = WA \).

The parameter settings chosen for simulation of Fig.2 are \( \mu = 0.0002 \), \( W(0) = 0.1I \), number of passes is 3 \((3\times4\,\text{seconds})\). We can see from Fig.2 that the algorithm with sine activation function outperforms the algorithm with sigmoid function. We could have taken larger adaptation steps to speed up the convergence but the separation would then not have been that good.

Fig.2: Comparison of performance of using activation function \( \phi(u) = 2\tanh(2u) \) and \( \phi(u) = \sin(2u) \).
After the algorithm’s convergence, performance matrix $P$ is

$$
\begin{bmatrix}
0.0088 & -0.0023 & 0.0087 & 0.0125 & -0.1732 & -0.0072 & -0.0037 & 0.0239 & 0.0234 \\
0.0005 & -0.0027 & 0.0024 & 0.0027 & -0.0050 & 0.0005 & -0.0007 & -0.2270 & -0.0005 & -0.0045 \\
-0.0007 & -0.0027 & -0.0020 & 0.0073 & -0.0052 & -0.0008 & -0.1549 & 0.0003 & -0.0361 & -0.0134 \\
-0.0003 & -0.0022 & -0.0040 & -0.0008 & 1.0762 & -0.0022 & -0.0040 & 0.0006 & -0.0006 & -0.0042 \\
0.0008 & 0.0012 & 0.0029 & 1.8943 & -0.0007 & -0.0006 & 0.0014 & -0.0072 & -0.0033 & -0.0018 \\
0.0007 & 0.0025 & 0.0012 & 0.0006 & 0.0007 & -0.0001 & 0.0005 & 0.0011 & 0.0000 & 0.0052 \\
0.0000 & -0.0002 & -0.1449 & 0.0005 & -0.0008 & 0.0006 & -0.0023 & -0.0005 & -0.0007 & -0.0011 \\
0.0001 & -0.0021 & 0.0027 & -0.0036 & 0.0015 & 0.0200 & -0.0009 & -0.0037 & 1.7054 & 0.0227 \\
-1.299 & 0.0239 & 0.0029 & 0.0039 & 0.0060 & 0.0144 & 0.0037 & 0.0131 & 0.0004 & -0.0134 \\
-0.0001 & -0.0023 & 0.0003 & 0.0029 & -0.0253 & 0.0001 & 0.0060 & -0.0039 & -0.0037 & -1.0043
\end{bmatrix}
$$

As can be seen, only one substantial entry (underlined) exists in each row and column. Fig. 3 shows the simulation result of ten speakers for blind source separation with $\varphi(u) = \sin(2u)$.

4. Conclusions

We have presented an efficient activation function for blind source separation based on fully connected feedforward network, when sources are nonstationary. Through computer simulations, we have demonstrated that the natural gradient algorithm with sine activation function converges faster and recovers independent sources better than other functions.
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