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Abstract
In this paper, we show that fuzzy transform originally introduced for a transformation of complex spaces of functions to simpler ones can be used in the analysis of real stationary random processes. We will show that under certain assumptions the fuzzy transform may be used for an approximation of this type of stationary processes as well as for a reduction of their variability. The obtained results could help researches to understand better the analysis of time series based on fuzzy transform.
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1. Introduction
In time series analysis, random noise component is assumed in many cases to be a stationary process for its valuable properties. Fuzzy transform (F-transform for short) is a technique based on a partitioning of a real interval using fuzzy sets that generally transforms complex spaces of functions to simpler ones. By setting of fuzzy partition parameters the F-transform can be used for approximation and smoothing of original functions. The latter has been used among others in time series analysis for a trend extraction and a reduction of seasonal components (see [1], [2]).

In this paper, we focus on the random noise component of time series described by a weakly stationary process (with zero mean value). We will show that under specific assumptions the F-transform can be used for an approximation of this type of stationary process as well as for a reduction of variability.

The first result is motivated by the idea to represent complex stationary processes using processes with a discrete spectrum. It can be shown (see, e.g., [3]) that each stationary process \( \xi(t) \) defined on a wide interval \([-T, T]\) (it means for a large \( T \)) can be approximated arbitrarily closely by a linear combination of harmonic oscillations of the form

\[
\sum_{j=1}^{n} \xi_j e^{i \lambda_j t},
\]

where \( \xi_1, \ldots, \xi_n \) are pairwise uncorrelated random variables with mean zero independent on time \( t \), \( i \) is the imaginary unit and \( \lambda_1, \ldots, \lambda_n \) are real constant. More precisely, it can be proved that for any \( \varepsilon > 0 \)

\[
\text{there exist random variables } \xi_1, \ldots, \xi_n \text{ which are pairwise uncorrelated and real numbers } \lambda_1, \ldots, \lambda_n \text{ such that}
\]

\[
\mathbb{E} \left[ \left| \xi(t) - \sum_{j=1}^{n} \xi_j e^{i \lambda_j t} \right| \right] < \varepsilon
\]

for any \( t \in [-T, T] \). The representation of real stationary processes by F-transform, however, keeps a different idea than the previous one. The linear combination of harmonic oscillations is here replaced by the combination of basic functions which uniformly partition the real line and the closeness of frequencies \( \lambda_j \) by closeness of nodes over which fuzzy partitions are built.

The presented results have to be considered as preliminary ones justifying the investigation of stationary processes using F-transform. Another argument supporting the investigation of F-transform in the area of stationary processes comes from the computation complexity \( O(n) \) of F-transform in contrast to the computational complexity \( O(n \log n) \) that holds for the fast Fourier transform.

The second result of this paper is motivated by a lack of proper theoretical justification of the fact that the F-transform can be applied in time series analysis for filtering out a random noise.

The paper is structured as follows. A necessary background for the analysis of stationary processes including two proofs of integral inequalities (in the mean) for them is provided in next section. The third section is devoted to the basic F-transform concepts translated into the language of stochastic processes. The main results are presented in the fourth and fifth section. The last section is a conclusion.

2. Stationary processes
In this section, we provide a necessary background for our analysis of weakly stationary process \( \xi(t) \) by fuzzy transform.

2.1. Assumptions
In what follows, we assume that a probability space \( (\Omega, \mathcal{F}, P) \) is fixed and we consider a real random process \( \xi(t) \) (defined for any real number \( t \)) such that for any finite sequence \( t_1, \ldots, t_n \) \( (n = 1, 2, \ldots) \)
of times there is a joint distribution function given by
\[
F_{t_{1},...,t_{n}}(x_{1},...,x_{n}) = P(\{\xi(t_{1}) \leq x_{1},...,\xi(t_{n}) \leq x_{n}\}).
\]

The distribution functions (1) must satisfy the following two conditions:

(D1) **The symmetry condition**, according to which
\[
F_{t_{1},...,t_{n}}(x_{1},...,x_{n}) = F_{t_{1},...,t_{n}}(x_{n},...,x_{1}),
\]
where \(i_{1},...,i_{n}\) is a permutation of the indices \(1,\ldots,n\);

(D2) **The compatibility condition**, according to which
\[
F_{t_{1},...,t_{m},t_{m+1},...,t_{n}}(x_{1},...,x_{m},\infty,\ldots,\infty) = F_{t_{1},...,t_{m}}(x_{1},...,x_{m})
\]
for any \(t_{m+1},...,t_{n}\) if \(m < n\).

We use \(E\), \(\text{Var}\), \(\text{Cov}\) to denote the expected value, variance and covariance of random variables. Further, let us define a real function \(B(t,s)\) called **covariance function** of \(\xi(t)\) (see [4]) by
\[
B(t,s) = E[\xi(t)\xi(s)].
\]

We assume that \(\xi(t)\) satisfies the following conditions for any \(t\):

(i) \(E[\xi(t)] = 0\);

(ii) \(B(t,t+\tau)\) is independent of \(t\) for each \(\tau\);

(iii) \(B(\tau) = B(0,\tau)\) is Lebesgue integrable.

The first two conditions says that \(\xi(t)\) is a (weakly) stationary process, the latter is a necessary condition for our analysis. Obviously, the covariance of random variables \(\xi(t)\) and \(\xi(s)\) is equal to \(B(t-s)\), i.e.,
\[
\text{Cov}(\xi(t),\xi(s)) = B(t-s).
\]

Specifically, we have \(\text{Var}(\xi(t)) = B(0) = \sigma^{2}\). Then,
\[
|B(\tau)| \leq B(0) = \sigma^{2}
\]
for any \(t, s\).\(^{1}\) Note that the previous inequality says that the random variables \(\xi(t)\) and \(\xi(s)\) are dependent to each other in a degree which absolute value is at most equal to the variance of \(\xi(t)\). Sometimes, it seems to be natural to assume that higher difference between \(t\) and \(s\) causes lower dependence, i.e., \(B(\tau)\) is (continuously) going down to 0 for \(|\tau|\) is going up to greater numbers. The assumption on integrability of \(B(\tau)\) is a necessary condition for our analysis of approximation and variability reduction of \(\xi(t)\) using the fuzzy transform.

### 2.2. Limit of sequences of random variables

Let \(\xi_{1},\xi_{2},\ldots\) be a sequence of random variables. We say that a random variable \(\xi\) is a limit in the mean square of the sequence of random variables \(\xi_{1},\xi_{2},\ldots\) and denote it by
\[
\lim_{n \to \infty} \xi_{n} = \xi
\]
if
\[
\lim_{n \to \infty} E[|\xi_{n} - \xi|^{2}] = 0,
\]
i.e., for any \(\varepsilon > 0\) there exists a natural number \(n_{0}\) such that
\[
E[|\xi_{n} - \xi|^{2}] < \varepsilon
\]
for any \(n > n_{0}\).\(^{2}\) Let us show two important properties of limit in the mean square which will be used later (see [5]).

**Theorem 1** Let \((\xi_{n})_{n=1}^{\infty}, (\psi_{n})_{n=1}^{\infty}\) be two sequences of random variables and let us suppose that \(\lim_{n \to \infty} \xi_{n} = \xi \text{ and } \lim_{n \to \infty} \psi_{n} = \psi\). Then,

(i) \(E[\xi] = \lim_{n \to \infty} E[\xi_{n}]\),

(ii) \(E[\psi] = \lim_{n \to \infty} E[\xi_{n}\psi_{n}]\).

### 2.3. Integral of stationary process

Let \(f(t)\) be an arbitrary real function and \(\xi(t)\) a stationary random process. The integral
\[
\int_{c}^{d} \xi(t)f(t)dt
\]
is defined as the limit (in the mean square) of random variables
\[
\sum_{j=2}^{n} \xi(t_{j})f(t_{j})(t_{j} - t_{j-1})
\]
where \(c = t_{1} < t_{2} < \cdots < t_{n} = d\) and \(t_{j-1} \leq t_{j} \leq t_{j}^{*}\) holds for any \(j = 2,\ldots,n\). Of course, this integral does not exist for all pairs of real functions and stationary processes. For details, we refer to [3]. In what follows, we will assume only such real functions and stationary processes that are integrable with respect to the integral (7).

In order to show the approximation of stationary processes using the F-transform, we will need the following special case of Hölder’s inequality for integrals which holds in the mean.

**Theorem 2** Let \(\xi(t)\) be a stationary process and \(f(t)\) be a real function defined on \([c,d]\). Then,
\[
E \left[ \left( \int_{c}^{d} |\xi(t)f(t)|dt \right)^{2} \right] \leq E \left[ \int_{c}^{d} |\xi(t)|^{2}dt \right] E \left[ \int_{c}^{d} |f(t)|^{2}dt \right]
\]
\(^{2}\)Note that we use the symbol \(\lim_{\text{m}}\) to distinguish the limit in the mean square of a sequence of random variables and the common limit of a sequence of numbers (cf., [5]).
Proof: The following inequality is a special form of Hölder’s inequality used in the probability theory
\[ \mathbb{E}[|\xi_t \zeta_0|] \leq (\mathbb{E}[|\xi_t|^2])^{1/2} (\mathbb{E}[|\zeta_0|^2])^{1/2}. \] (9)
Using (ii) of Theorem 1 and the definition of integral (7), we obtain
\[ \mathbb{E} \left[ \left( \int_c^d |\xi(t)f(t)| dt \right)^2 \right] = \lim_{n \to \infty} \mathbb{E} \left[ \left( \sum_{j=2}^{n} |\xi(t_j)\xi(t_j')|f(t_j)f(t_j') \right)^2 \right] = \lim_{n \to \infty} \sum_{i=2}^{n} \sum_{j=2}^{n} \mathbb{E}[|\xi(t_i')\xi(t_j')||f(t_i)f(t_j)|].
\]
\[ (t_i - t_{i-1})(t_j - t_{j-1}) \leq \lim_{n \to \infty} \sum_{i=2}^{n} \left( \mathbb{E}[|\xi(t_i')|^2] \right)^{1/2} (\mathbb{E}[|\xi(t_j')|^2])^{1/2} [f(t_i')f(t_j')].
\]
\[ (t_i - t_{i-1})(t_j - t_{j-1}) = \lim_{n \to \infty} \left( \sum_{i=2}^{n} \mathbb{E}[|\xi(t_i')|^2] \right)^{1/2} [f(t_i')(t_i - t_{i-1})] = \left( \int_c^d \mathbb{E}[|\xi(t')|^2] \right)^{1/2} [/f(t)]^{1/2} \right)^2.
\]
By the Hölder’s inequality for integrals, we obtain
\[ \left( \int_c^d \mathbb{E}[|\xi(t')|^2] [/f(t)]^{1/2} \right)^{1/2} \leq \left( \int_c^d \mathbb{E}[|\xi(t')|^2] [/f(t)]^{1/2} \right)^{1/2} \left( \int_c^d [/f(t)]^{1/2} \right)^{1/2},
\]
which implies the Hölder’s type of inequality in the mean for integrals of stationary processes. \(\square\)

Since \( \mathbb{E}[|\xi(t)f(t)|] \leq \mathbb{E}[|\xi(t)f(t)|] \), one can simply check the integral inequality for absolute value which holds in the mean.

Theorem 3 Let \( \xi(t) \) be a stationary random process and \( f(t) \) be a real function defined on \([c,d]\). Then,
\[ \mathbb{E} \left[ \int_c^d \xi(t)f(t) dt \right] \leq \mathbb{E} \left[ \int_c^d |\xi(t)f(t)| dt \right]. \] (10)
Proof: Obvious. \(\square\)

3. F-transform of stationary process

In this section, we will briefly review the main principles of the fuzzy transform. Detailed explanation of the general theory can be found in [6, 7, 8].

Let \( U \) be an arbitrary (nonempty) set called a universe. By a fuzzy set in the universe \( U \) we will understand a function \( A : U \to [0,1] \).

The F-transform is a special technique that can be applied to real continuous functions \( f \), defined on an interval \([a,b] \subset \mathbb{R} \). The essential idea is to transfer \( f \) into another, simpler space, and then to transfer the respective image back. The latter space consists of finite vectors that are obtained on the basis of the well formed fuzzy partitions of the domain of the given function. Thus, the first step called direct F-transform results in the vector of averaged functional values. The second step called inverse F-transform converts this vector into another continuous function \( f \), which approximately reconstructs the original \( f \).

3.1. Uniform fuzzy partition

Let \( Z \) denote the set of integers. It is well-known that a uniform fuzzy partition is defined using a generating function \( K \) which is modified by a parameter \( h \) expressing the required spread. Each basic function of the uniform fuzzy partition is then constructed using a suitable shift of the modified generating function \( K \), where the uniformity for all shifts is supposed. The generating function is defined as follows.

Definition 1 A function \( K : \mathbb{R} \to [0,1] \) is said to be a generating function if \( K \) is an even Lebesgue integrable function (fuzzy set) which is non-increasing in \([0,\infty)\) and
\[ K(x) = \begin{cases} > 0, & \text{if } x \in (-1,1); \\ 0, & \text{otherwise}. \end{cases} \] (11)
A generating function \( K \) is said to be normal if \( K(0) = 1 \).

It should be noted that the previous definition is more general than the analogous definition of a generating function in [9], because the continuity of \( K \) is replaced by its integrability and the normality of \( K \) is considered as an additional condition.\(^3\) Uniform fuzzy partitions of the real line are defined as follows (cf., [11]).

Definition 2 Let \( K \) be a normal generating function, \( h \) be a positive real number and \( c_0 \in \mathbb{R} \). A system of fuzzy sets defined by
\[ A_k(x) = K \left( \frac{x - c_0}{h} - k \right) \] (12)
for any \( k \in \mathbb{Z} \) is said to be a uniform fuzzy partition (UFP) of the real line determined by the triplet \((K,h,c_0)\) if the Ruspini’s condition is satisfied, i.e.,
\[ S(x) = \sum_{k \in \mathbb{Z}} A_k(x) = 1 \] (13)
holds for any \( x \in \mathbb{R} \).

\(^3\)In [10], a generating function was called a basal function.
In the sequel, the parameters \( h \) and \( c_0 \) are called a spread and a central node, respectively. The fuzzy sets \( A_k \) defined by (12) that form a uniform fuzzy partition of the real line are called basic functions. A simple consequence of (12) is the formula \( A_k(x) = A_0(x - kh) \) that holds for any \( x \in \mathbb{R} \) and \( k \in \mathbb{Z} \). Putting \( c_k = c_0 + kh \) one can simply check that \( A_k(c_k) = 1 \) and \( A_k \) is centered around the node \( c_k \).

**Remark 1 (Important)** One can see that uniform fuzzy partitions of closed real intervals used in the fuzzy transform can be simply spread out to uniform fuzzy partitions of the real line. Therefore, each uniform fuzzy partition of a closed real interval can be understood as a partition of the real line which is limited to the closed real interval, and we can restrict our investigation properties of uniform fuzzy partitions to the partitions of the real line. In the sequel for the sake of simplicity, we will omit “the real line” in “uniform fuzzy partition or UFP of the real line”, and we will speak only about uniform fuzzy partitions or UFPs.

Let us show two most usable examples of generating function and a uniform fuzzy partition determined by this function (see [6]).

**Example 1 (Triangle generating function)**

Let \( K : \mathbb{R} \to [0, 1] \) be defined by

\[
K_T(x) = \max(1 - |x|, 0).
\]

On Figure 1, one can see a part of the UFP of \( \mathbb{R} \) determined by \((K_T, 2, 1)\). The dashed function displays the triangular generating function with the bandwidth \( h = 2 \), and, for example, the basic function \( A_2 \) is obtained by shifting the center 0 of the generating function \( K_T \) to the new center (node) \( c_2 = c_0 + 2h = 1 + 2 \cdot 2 = 5 \).

![Figure 1: A part of the UFP of the real line determined by \((K_T, 2, 1)\).](image)

**Example 2 (Cosine generating function)**

Let \( K : \mathbb{R} \to [0, 1] \) be defined by

\[
K_C(x) = \begin{cases} 
\frac{1}{2}(1 + \cos(\pi x)), & -1 \leq x \leq 1; \\
0, & \text{otherwise}.
\end{cases}
\]

On Fig. 2, one can see a part of the UFP of \( \mathbb{R} \) determined by \((K_C, 2, 1)\). The dashed function displays the raised cosine generating function with the bandwidth \( h = 2 \) and the central node \( c_0 = 1 \).

![Figure 2: A part of the UFP of the real line determined by \((K_C, 2, 1)\).](image)

### 3.2. Direct and inverse F-transform

We use \( A_h = (A_k)_{k \in \mathbb{Z}} \) to denote a uniform fuzzy partition of real line determined by \((K, h, x_0)\) and denote \((c_k)_{k \in \mathbb{Z}}\) their corresponding nodes, i.e., \( A_k(x) = A_0(x - c_k) = K\left(\frac{x - c_k}{h}\right)\).

**Remark 2 (Important)** It should be stressed that we deal here with functions which domain is the real line. Similarly to Remark 1 we can extend a function \( f \) defined on \([a, b]\) to be defined on \( \mathbb{R} \) by putting \( f(t) = 0 \) for any \( t \notin [a, b] \). It is clear that the approximation of functions with finite domains by the F-transform provided in [9] can be equivalently done using F-transform defined over infinite uniform fuzzy partitions and functions with the infinite domain \((-\infty, \infty)\). Moreover, it seems that a problem with the basic functions which form the boundary of finite UFPs is automatically excluded in this case. However, it does not mean that a function extended from \([a, b]\) to the real line will have a better approximation around the boundaries \( a \) and \( b \) than in the case where a finite UFP is considered.

**Definition 3** Let \( \xi(t) \) be a stationary process, \( A_h \) be a uniform fuzzy partition and \((c_k)_{k \in \mathbb{Z}}\) denote the respective nodes. An infinite vector of random variables \((\xi_k)_{k \in \mathbb{Z}}\) is called a direct fuzzy transform (F-transform) of \( \xi(t) \) with respect to \( A_h \) if

\[
\xi_k = \frac{1}{h} \int_{c_{k-1}}^{c_{k+1}} \xi(t)A_k(t)dt, \quad k \in \mathbb{Z}.
\]

The random variable \( \xi_k \) is called a component of F-transform.

It is easy to show that the linearity of F-transform is preserved for stationary processes, i.e., if \( \xi(t) = a\eta(t) + b\zeta(t), a, b \in \mathbb{R} \), then

\[
\xi_k = a\eta_k + b\zeta_k.
\]
Note that the linearity belongs among the most valuable properties of the F-transform often used in proofs.

In this paper, we use \( \xi_{k,h} \) to denote the \( k \)-th F-transform component at the node \( c_k \) with respect to \( A_h \) and suppose only such stationary processes \( \xi(t) \) for which \( \xi_{k,h} \) can be found for any \( k \in \mathbb{Z} \) and \( h > 0 \).

The inverse F-transform is defined as the linear combination of components and basic functions. We use a slight modification of the original definition in [9] as follows.

**Definition 4** Let \( \xi(t) \) be a stationary process and \((\xi_k)_{k \in \mathbb{Z}}\) be the direct F-transform of \( \xi(t) \) with respect to \( A_h \). Then,

\[
\hat{\xi}(t) = \sum_{k \in \mathbb{Z}} \xi_k A_k(t)
\]  

(17)

is called an inverse F-transform of \( \xi(t) \) with respect to \( A_h \).

The linearity of F-transform components (16) is preserved by the inverse F-transform as the following lemma shows.

**Lemma 4** Let \( \eta(t), \zeta(t), a, b \in \mathbb{R} \) and put \( \xi(t) = a\eta(t) + b\zeta(t) \). Then,

\[
\hat{\xi}(t) = a\hat{\eta}(t) + b\hat{\zeta}(t).
\]

**Proof:** Ovious. \( \square \)

4. Approximation of \( \xi(t) \) by F-transform

In order to investigate the approximation of stationary processes \( \xi(t) \) by the F-transform, let \( B^*(\tau) = B(0) - B(\tau) \) and suppose that

\[
\lim_{h \to 0} \frac{1}{h} \int_0^h B^*(\tau)d\tau = 0. 
\]

(18)

From (4), it is easy to see that the function \( B^*(\tau) \) is a non-negative real function and the assumption (18) on \( \xi(t) \) says that random variables \( \xi(t) \) and \( \xi(s) \) are very strongly dependent for small differences between \( t \) and \( s \), in other words, \( B(\tau) \) converges to \( B(0) \) for \( \tau \to 0 \).\(^4\)

**Example 3** (see Example 2, p. 33 in [3]) Let us consider a stationary process

\[
\xi(t) = \eta \cos \lambda t + \zeta \sin \lambda t,
\]

(19)

where \( \eta \) and \( \zeta \) are real random variables with \( \mathbb{E}[\eta] = \mathbb{E}[\zeta] = 0, \mathbb{V}[\eta] = \mathbb{V}[\zeta] = b \) and \( \mathbb{C}[\eta, \zeta] = 0 \).

It is easy to verify that

\[
B(\tau) = b \cos \lambda \tau.
\]

\(^4\)The latter follows from the integral mean value theorem saying that, for each \( h > 0 \), there is \( \tau' \in (0, h) \) such that

\[
1/h \int_0^h B^*(\tau)d\tau = B^*(\tau'), \text{i.e., } B^*(\tau) \text{ converges to } 0.
\]

Then, we obtain by simple computation that

\[
\lim_{h \to 0} \frac{1}{h} \int_0^h b(1 - \cos \tau)d\tau = \lim_{h \to 0} b - \frac{b \sin \lambda h}{\lambda h} = 0
\]

and \( \xi(t) \) satisfies (18).

In what follows, we provide several theorems demonstrating how the F-transform can approximate stationary process satisfying (18). In the original paper ([6]) on the F-transform, the author shows that a twice continuously differentiable function differs from the F-transform components at nodes \( c_k \) up to \( h^2 \). As a consequence we obtain that the F-transform components converge to the values of original function at nodes \( c_k \) for \( h \to 0 \). The following theorem shows an analogous property for stationary stochastic process under the assumption (18).

**Theorem 5** Let \( \xi(t) \) satisfy (18) and \( c_k \) be a fixed node. Then, there exists a sequence of F-transform components \( \xi_{k_1,h}, \xi_{k_2,h}, \ldots \) at the node \( c_k \) w.r.t. \( A_{h_1}, A_{h_2}, \ldots \), respectively, such that

\[
\lim_{n \to \infty} \frac{1}{h_n} \mathbb{E} \left[ \left( \int_{c_k-1}^{c_k+1} (\xi(t) - \xi(c_k)) A_k(t)dt \right)^2 \right] = 0.
\]

(20)

**Proof:** Let \( h_1 > h_2 > \cdots > 0 \) be a sequence such that \( \lim_{n \to \infty} h_n = 0 \) and define \( A_{h_n} = (K_{h_n}, c_k) \).

By the definition of \( \xi_{k,h} \), one can simply check that (20) holds if and only if

\[
\lim_{n \to \infty} \frac{1}{h_n} \mathbb{E} \left[ \left( \int_{c_k-1}^{c_k+1} (\xi(t) - \xi(c_k)) A_k(t)dt \right)^2 \right] = 0.
\]

Put \( \alpha_{h_n} = \int_{c_k-1}^{c_k+1} (A_k(t))^2 dt \). Since \( c_{k+1} - c_k = 2h_n, \alpha_{h_n} \leq 2h_n \). Using the H"older type of inequality (8) and (10), we obtain

\[
\mathbb{E} \left[ \left( \int_{c_k-1}^{c_k+1} (\xi(t) - \xi(c_k)) A_k(t)dt \right)^2 \right] \leq \mathbb{E} \left[ \left( \int_{c_k-1}^{c_k+1} (\xi(t) - \xi(c_k))^2 dt \int_{c_k-1}^{c_k+1} (A_k(t))^2 dt \right) \right]
\]

\[
= \alpha_{h_n} \int_{c_k-1}^{c_k+1} \mathbb{E}[\xi(t)]^2 - 2\xi(t)\xi(c_k) + (\xi(c_k))^2]dt = 
\]

\[
2\alpha_{h_n} \int_{c_k-1}^{c_k+1} (B(0) - B(t - c_k))dt = 
\]

\[
2\alpha_{h_n} \int_{0}^{h_n} B^*(\tau)d\tau \leq 4h_n \int_{-h_n}^{h_n} B^*(\tau)d\tau.
\]

By the assumption (18) and \( \lim_{n \to \infty} h_n = 0 \), we simply obtain \( \lim_{n \to \infty} \frac{1}{h_n} \mathbb{E} \left[ \left( \int_{c_k-1}^{c_k+1} (\xi(t) - \xi(c_k)) A_k(t)dt \right)^2 \right] \leq \lim_{n \to \infty} \frac{4}{h_n} \int_{-h_n}^{h_n} B^*(\tau)d\tau = 0.
\]
and the proof is finished. □

The following two theorems show that each stationary process \( \xi(t) \) can be approximate arbitrarily closely by the F-transformed components belonging to the nearest neighborhood of \( t \) (i.e., \( [t-h, t+h] \)).

**Theorem 6** Let \( \xi(t) \) satisfy (18) and \( (A_{h_n})_{n=1}^{\infty} \) be a sequence of UFPs such that \( \lim_{n \to \infty} h_n = 0 \). Then, for any \( \varepsilon > 0 \), there exists \( n_0 \in \mathbb{N} \) such that for any \( n > n_0 \) it holds

\[
E[(\xi(t) - \xi_{k,h_n})^2] < \varepsilon
\]

for any F-transform component \( \xi_{k,h_n} \) w.r.t. \( A_{h_n} \) and \( t \in \mathbb{R} \) such that \( |c_k - t| \leq h_n \).

**Proof:** By analogous arguments as in the proof of previous theorem, for an arbitrary \( A_{h_n} \) and \( c_k \) (a node from \( A_{h_n} \)), we obtain

\[
E[(\xi(t) - \xi_{k,h_n})^2] = \frac{1}{h_n^2} E \left[ \left( \int_{c_k-1}^{c_k} (\xi(s) - \xi(t))A_k(s)ds \right)^2 \right]
\]

\[
\leq \frac{4}{h_n^2} \int_{c_k-1}^{c_k} B^*(\tau)d\tau \leq \frac{4}{h_n^2} \int_{-2h}^{2h} B^*(\tau)d\tau,
\]

where \( |c_k - t| \leq h_n \). A simple consequence of the assumption (18) is

\[
\lim_{h \to \infty} \frac{4}{h} \int_{-2h}^{2h} B^*(\tau)d\tau = 0.
\]

Therefore, there exists \( n_0 \in \mathbb{N} \) such that for any \( n > n_0 \) it holds

\[
\frac{4}{h_n} \int_{-2h}^{2h} B^*(\tau)d\tau < \varepsilon,
\]

which concludes the proof. □

**Theorem 7** Let \( \xi(t) \) satisfy (18) and \( (A_{h_n})_{n=1}^{\infty} \) be a sequence of UFPs such that \( \lim_{n \to \infty} h_n = 0 \). Then, for any \( \varepsilon > 0 \), there exists \( n_0 \in \mathbb{N} \) such that for any \( n > n_0 \) it holds

\[
E[((\xi(t) - \xi_{k,h_n})(\xi(t) - \xi_{k+1,h_n})) < \varepsilon
\]

for any F-transform components \( \xi_{k,h_n} \) and \( \xi_{k+1,h_n} \) w.r.t. \( A_{h_n} \) and \( t \in \mathbb{R} \) such that \( |c_k - t| \leq h_n \) and \( |c_{k+1} - t| \leq h_n \).

**Proof:** By the previous theorem, there exists \( n_0 \) such that for any \( n > n_0 \)

\[
E[(\xi(t) - \xi_{k,h_n})^2] < \varepsilon,
\]

\[
E[(\xi(t) - \xi_{k+1,h_n})^2] < \varepsilon
\]

hold for any \( t \in \mathbb{R} \) with \( |c_k - t| \leq h_n \) and \( |c_{k+1} - t| \leq h_n \). From (9), we simply obtain

\[
E[(\xi(t) - \xi_{k,h_n})(\xi(t) - \xi_{k+1,h_n})] \leq \sqrt{(E[(\xi(t) - \xi_{k,h_n})^2])^2(E[(\xi(t) - \xi_{k+1,h_n})^2])^2} < \varepsilon,
\]

which concludes the proof. □

The last theorem of this section is a version of Theorem 2 in [6] for stationary processes.

**Theorem 8** Let \( \xi(t) \) satisfy (18) and \( (A_{h_n})_{n=1}^{\infty} \) be a sequence of UFPs such that \( \lim_{n \to \infty} h_n = 0 \). Then, the corresponding sequence of inverse F-transforms

\[
\hat{\xi}_{h_n}(t), \hat{\xi}_{h_n}(t), \ldots
\]

converges in the mean square to \( \xi(t) \), i.e.,

\[
E[(\xi(t) - \xi_{k,h_n})^2] < \varepsilon,
\]

\[
E[(\xi(t) - \xi_{k+1,h_n})^2] < \varepsilon,
\]

\[
E[(\xi(t) - \xi_{k,h_n})(\xi(t) - \xi_{k+1,h_n})] < \varepsilon
\]

for any \( k \in \mathbb{N} \) and \( t \in \mathbb{R} \) such that \( |c_k - t| \leq h_n \) and \( |c_{k+1} - t| \leq h_n \). If \( t \in \mathbb{R} \) is fixed, then for any \( n > n_0 \) there exists \( c_k, c_{k+1} \) satisfying the previous inequalities. Moreover, according to the definition of uniform fuzzy partitions, we have

\[
\hat{\xi}_{h_n}(t) = \xi_{k,h_n}A_k(t) + \xi_{k+1,h_n}A_{k+1}(t).
\]

Hence, we obtain

\[
E \left[ (\hat{\xi}_{h_n}(t) - \xi(t))^2 \right] =
\]

\[
E \left[ (\xi_{k,h_n}A_k(t) + \xi_{k+1,h_n}A_{k+1}(t) - \xi(t))^2 \right] =
\]

\[
E[(\xi_{k,h_n} - \xi(t))^2](A_k(t))^2 +
\]

\[
+2E[(\xi_{k,h_n} - \xi(t))(\xi_{k+1,h_n} - \xi(t))A_k(t)A_{k+1}(t) +
\]

\[
+E[(\xi_{k+1,h_n} - \xi(t))^2](A_{k+1}(t))^2 < \varepsilon((A_k(t))^2 + 2A_k(t)A_{k+1}(t) + (A_{k+1}(t))^2) =
\]

\[
\varepsilon(A_k(t) + A_{k+1}(t)) = \varepsilon.
\]

for any \( n > n_0 \), which concludes the proof. □

5. Noise reduction of \( \xi(t) \) by F-transform

Let \( A_k = (A_k)_{k \in \mathbb{Z}} \) be a fixed uniform fuzzy partition determined by \( (K_i, c_{i0}) \) over which the F-transform is applied. Let \( (c_k)_{k \in \mathbb{Z}} \) denote the respective nodes. Recall that we assume only stationary processes \( \xi(t) \) such that the following integral exists for any \( k \in \mathbb{Z} \)

\[
\xi_k = \frac{1}{h} \int_{c_k}^{c_{k+1}} \xi(t)A_k(t)dt
\]

and, moreover,

\[
E[\xi(t)] = 0 \text{ and } \text{Var}[\xi(t)] = \sigma^2.
\]
for any \( t \in \mathbb{R} \).

Let us denote

\[
I_{kl} = \frac{1}{h^2} \int_{c_{k-1}}^{c_{k+1}} \int_{c_{l-1}}^{c_{l+1}} |B(t-s)|A_k(t)A_l(s)dt\,ds,
\]

\[
I_{h} = \frac{1}{h} \int_{-h}^{h} B(\tau)K_h(\tau)d\tau,
\]

where \( K_h(t) = K(t/h) \) The following theorem characterizes the mean and variance of the component \( \xi_k \).

**Theorem 9** Let \( \xi(t) \) be a stationary random process and \( A_h \) be a uniform fuzzy partition. Then, for any \( k, l \in \mathbb{Z} \), we have

(i) \( \mathbb{E}[\xi_k] = 0 \),

(ii) \( |\text{Cov}[\xi_k, \xi_l]| \leq I_{kl} \leq \sigma^2 \),

(iii) if \( |B(\tau)| \) is a non-increasing function in \( [0, \infty) \),

\[
|\text{Cov}[\xi_k, \xi_l]| \leq I_{h} \leq \sigma^2.
\]

**Remark 3** Obviously, the assumption on \( B(\tau) \) in (iii) can be equivalently expressed supposing that \( B(\tau) \) is a non-negative function that is non-increasing on \( [0, \infty) \). Thus, we assume that the dependence of random variables non-increases for increasing time differences.

**Proof:** (i) It immediately follows from the equality

\[
\mathbb{E} \left[ \int_{c_{k-1}}^{c_{k+1}} R(t)A_k(t)dt \right] = \int_{c_{k-1}}^{c_{k+1}} \mathbb{E}[R(t)]A_k(t)dt.
\]

(ii) From (ii) of Theorem 1, one can simply show that

\[
|\mathbb{E}[\xi_k \xi_l]| \leq \frac{1}{h^2} \int_{c_{k-1}}^{c_{k+1}} \int_{c_{l-1}}^{c_{l+1}} |B(t, s)|A_k(t)A_l(s)dt\,ds
\]

\[
= I_{kl} \leq \frac{\sigma^2}{h^2} \int_{c_{k-1}}^{c_{k+1}} \int_{c_{l-1}}^{c_{l+1}} A_k(t)A_l(s)dt\,ds = \sigma^2.
\]

The statement follows from \( |\text{Cov}[\xi_k, \xi_l]| = |\mathbb{E}[\xi_k \xi_l]| \).

(iii) Let \( |B(\tau)| \) be a non-increasing function. Put

\[
H_{kl}(t) = \frac{1}{h} \int_{c_{l-1}}^{c_{l+1}} |B(t-s)|A_l(s)ds.
\]

(25)

for any \( t \in [c_{k-1}, c_{k+1}] \). Using the substitution \( \tau = t - c_l \), one can rewrite (25) as

\[
H_{kl}(t) = \frac{1}{h} \int_{c_{k-1}}^{c_{k+1}} |B(\tau)| K_h(\tau)d\tau.
\]

Since \( |B(\tau)| \) is a non-negative even function, we obtain that

\[
H_{kl}(t) \leq H_{kl}(c_l) = I_{h}.
\]

Indeed, put \( \Delta = t - c_l \) and \( B'(\tau) = B(\tau - \Delta) \). Without loss of generality, suppose that \( \Delta \geq 0 \). One can simply check that

\[
|B(\tau)| - |B'(\tau)| = |B'(\tau')| - |B(\tau')|
\]

for any \( \tau, \tau' \in \mathbb{R} \) such that \( \tau + \tau' = \Delta \). A simple consequence of \( \Delta > 0 \) is

\[
|B(\tau)| - |B'(\tau)| \geq (|B'(\tau')| - |B(\tau')|) K_h(\tau')
\]

for any \( \tau, \tau' \in \mathbb{R} \) such that \( \tau \leq \frac{\Delta}{2} \) and \( \tau + \tau' = \Delta \). Hence, we obtain

\[
\int_{-\infty}^{\frac{\Delta}{2}} |B(\tau)| K_h(\tau)d\tau \geq \int_{\frac{\Delta}{2}}^{\infty} (|B'(\tau')| - |B(\tau')|) K_h(\tau')d\tau
\]

which implies

\[
\int_{-h}^{h} |B(\tau)| K_h(\tau)d\tau \geq \int_{-\infty}^{\infty} |B(\tau)| K_h(\tau)d\tau \geq \int_{-h}^{h} |B'(\tau)| K_h(\tau)d\tau.
\]

Using (ii), we obtain

\[
|\text{Cov}[\xi_k, \xi_l]| \leq I_{kl} = \frac{1}{h} \int_{c_{k-1}}^{c_{k+1}} H_{kl}(t)A_k(t)dt \leq \frac{1}{h} \int_{c_{k-1}}^{c_{k+1}} I_{h}A_k(t)dt = I_{h} \leq \sigma^2,
\]

which concludes the proof.

**Remark 4** One can see that the variability of component of F-transform is a special case of (ii) and (iii) of the previous lemma. Namely, \( \text{Var}[\xi_k] \leq \sigma^2 \) and if \( I_{kl} < \sigma^2 \) (or \( I_{h} < \sigma^2 \) under the assumption declared in (iii)).

**Remark 5** An interesting consequence of (ii) (or (iii)) of the previous lemma is that for higher values of \( h \) the variance of F-transform components decreases. A similar effect can be obtained if the dependencies among random variables in different times are weaker (close to zero) even for times which differences are very small. In other words, if the value of double integral in \( I_{kl} \) (or integral in \( I_{h} \)) is close to zero, then \( |\text{Cov}[\xi_k, \xi_l]| \) is close to zero.

Now, we will proceed with the analysis of mean and variance of inverse F-transform of \( \xi(t) \). In the previous section, we showed that \( \hat{\xi}(t) \) can approximate \( \xi(t) \) with an arbitrary precision. Therefore, it is natural to expect that the same holds also for functions obtained using the inverse F-transform. The following theorem shows that our conjecture is right which can be also used, for example, for a noise reduction in time series.
Theorem 10 Let $\hat{\xi}(t)$ denote the inverse F-transform of a stationary process $\xi(t)$ over a uniform fuzzy partition $A_h$. Then,

(i) $E[\hat{\xi}(t)] = E[\xi(t)] = 0$,

(ii) $\text{Var}[\hat{\xi}(t)] \leq \sum_{i,j=0}^{1} I_{k+i,k+j}A_{k+i}(t)A_{k+j}(t) \leq \sigma^2$,

(iii) if $|B(\gamma)|$ is a non-increasing function in $[0,\infty)$, then $\text{Var}[\hat{\xi}(t)] \leq I_h \leq \sigma^2$,

holds for any $t \in \mathbb{R}$.

Proof: (i) It immediately follows from (i) of the previous theorem and the equality (supposing that $t \in [c_k,c_{k-1}]$)

$$\hat{\xi}(t) = \xi_kA_k(t) + \xi_{k+1}A_{k+1}(t).$$

(ii) Using (ii) of Theorem 9, we obtain

$$\text{Var}[\hat{\xi}(t)] \leq \sum_{i=0}^{1} \sum_{j=0}^{1} |\text{Cov}[\xi_k,\xi_i]|A_{k+i}(t)A_{k+j}(t) \leq \sum_{i=0}^{1} \sum_{j=0}^{1} I_{k+i,k+j}A_{k+i}(t)A_{k+j}(t) \leq \sigma^2.$$

(iii) It can be proved similarly to the previous statement using (iii) of Theorem 9. \boxdot

Remark 6 Similarly to Remark 5, we can deduce that a higher reduction of variability in filtered out stationary process $\hat{\xi}(t)$ is reached for higher values of $h$ and lower values of double integral in $I_{kl}$ or (integral in $I_h$).

6. Conclusion

In this paper, we analyzed the (weakly) stationary processes. We showed that under certain assumptions the fuzzy transform can be used for an approximation of this type of stationary process as well as for a reduction of variability. Although, our results are only preliminary ones and they are far from the known results on the discrete representation of stochastic processes (see, e.g., [12]), we believe that they support and give us rational arguments to continue in the investigation of stationary processes in the context of the F-transform.
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