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Abstract

In this contribution we provide an application of the technique of F–transform. We demonstrate that by using a simple density-based preprocessing, the applicability of F–transform in data analysis can be significantly improved. Despite of the fact that our procedure is demonstrated by a well-known DBSCAN algorithm and the technique of F–transform, the ideas are general enough to be applied for other density-based clustering algorithms and regression techniques, respectively.
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1. Introduction and motivation

A fuzzy transform is an approximation technique introduced by I. Perfilieva in [1]. This soft computing method has been recently used in many applications (e.g. in data analysis [2], image processing [3], [4], [5], partial differential equations [6], fuzzy control [7], time series processing [8] etc.). Additionally, in [2] the use of the F–transform in data analysis has been demonstrated. The use of this technique was twofold - first, it can be used to mine linguistically expressible associations between attributes and, secondly, it can be considered as some kind of regression analysis.

In this contribution we demonstrate that, in the latter case, the procedure can be further generalized. While, by using the original method, one can approximate any functional dependence with arbitrary precision (see Theorem 1), the same procedure can fail for a slightly more complex data set despite of the fact that some dependence between attributes can be easily seen. For a toy example, depicted on Figure 1, the data set might be represented by two linear maps, but cannot be represented by a single continuous function (e.g. by the dashed line). In this contribution we introduce a procedure which is capable to find arbitrary dependence expressible by finitely many continuous functions (see Theorem 2).

Several useful side effects of our simple procedure can be easily obtained. For instance, our preprocessing acts as a simple noise reduction. Moreover, parts of the data set which cannot be represented by a continuous function can be found and specified and, finally, output of our procedure can be easily used as, say, a probabilistic classifier.

Within our procedure probably the best known density-based clustering technique (the DBSCAN algorithm) with the standard two dimensional Euclidean metric is used. Consequently, users of our procedure should be conscious of the well-known "curse of dimensionality", i.e. of the fact that results need not be so convincing for high-dimensional data sets. We used the DBSCAN algorithm and the F–transform technique just for demonstration purposes. Our simple ideas might be used for other density-based clustering and regression techniques.

The structure of this contribution is common: within the next section we recall some basic notions, then the procedure itself is in Section 3 followed by a simple theoretical result in Section 4 and illustrative examples in Section 5. As usual, the paper is finished by several concluding remarks.

2. Preliminaries

Below the set of natural numbers is denoted by N, the set of real numbers is denoted by R. Further, I denotes the closed unit interval [0, 1]. We also need some basic notions from fuzzy mathematics. A fuzzy set $A$ on $[a, b] \subseteq \mathbb{R}$ (resp. universum, universal space) is a map $A : [a, b] \rightarrow I$. As a fuzzy set $A$ is defined as a map, all notions related to maps (such as continuity, uniform continuity, upper semi-continuity etc.) may be considered for fuzzy sets as
well. Further, for any $\alpha \in (0,1]$, an $\alpha$-cut $[A]_\alpha$ of $A$ is defined by

$$[A]_\alpha := \{x \in [a,b] \mid A(x) \geq \alpha\}.$$  

It should be mentioned that if $A$ is upper semi-continuous then every $\alpha$-cut is a closed subset of $[a,b]$. A support supp$(A)$ of a given fuzzy set $A$ is usually defined as

$$\text{supp}(A) = \{x \in [a,b] \mid A(x) > 0\}$$

where $\{[\ldots]\}$ denotes a topological closure.

A data set $D$ is in the form of a table (see Table 1) consisting of two columns $X_1$ and $X_2$, where elements $f_i$ and $e_i$ are real numbers, i.e. $f_i, e_i \in [a,b]$ for every $i$. In this contribution $X_1$ represents an independent and $X_2$ represents the dependent variable. Occasionally, we will use the fact that $D$ can be considered as a set of points in $\mathbb{R}^2$. Then it makes sense to work with canonical projections $\pi_1, \pi_2$ defined by

$$\pi_1(z) = e_i, \quad \pi_2(z) = f_i$$

for an $i$-th row $z \in D$ and $i \in \{1,2,\ldots,N\}$.

<table>
<thead>
<tr>
<th>$X_1$</th>
<th>$X_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td>$f_1$</td>
</tr>
<tr>
<td>$e_2$</td>
<td>$f_2$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$e_N$</td>
<td>$f_N$</td>
</tr>
</tbody>
</table>

Table 1: A data set $D$.

The best known algorithm based on the notion of density (namely, DBSCAN) was first suggested in [9]. Its main idea is very simple and natural. Roughly speaking, for a given metric on $\mathbb{R}^2$ (we consider the standard Euclidean metric $d_2$) and $\varepsilon > 0$, this algorithm searches for objects $z := (e_i, f_i) \in D$ such that the number of its neighbors lying $\varepsilon$-close to $z$ is sufficient enough. Such points are then put to the same cluster if they are *mutually density-connected*, i.e. for any pair $z_k, z_{k+1} \in D$ there exists a finite sequence of points $\{z_k\}_{k=1}^n \in D$ such that $d_2(z_k, z_{k+1}) < \varepsilon$ for any $i = 1, 2, \ldots, w-1$. Points of $D$, which do not have enough neighboring points, are marked as NOISE.

A nicely written pseudocode of DBSCAN can be found e.g. in [10]. In order to make this pseudocode more legible, we explain some abbreviations:

- *regionQuery* returns the points of $D$ contained in the $\varepsilon$-neighborhood of a point $p \in D$,
- $\varepsilon > 0$ specifies the maximal distance between two neighboring points,
- *min_points* $\in \mathbb{N}$ specifies how many neighbors must have any cluster point in its $\varepsilon$-neighborhood.

algorithm DBSCAN

DBSCAN($D$, $\varepsilon$, *min_points*)

$C = 0$

for each unvisited point $p \in D$ mark $p$ as visited

$\text{ NeighborPts } = \text{regionQuery}(p, \varepsilon)$

if $\text{size}(\text{NeighborPts}) < \text{min_points}$

mark $p$ as NOISE

else

$C = \text{next cluster}$

$\text{expandCluster}(p, \text{NeighborPts}, C, \varepsilon, \text{min_points})$

end

for each point $p' \in \text{NeighborPts}$

if $p'$ is not visited

mark $p'$ as visited

$\text{ NeighborPts'} = \text{regionQuery}(p', \varepsilon)$

if $\text{size}(\text{NeighborPts'}) \geq \text{min_points}$

$\text{NeighborPts} = \text{NeighborPts} \cup \text{NeighborPts'}$

end

if $p'$ is not yet member of any cluster

add $p'$ to cluster $C$

end

end

$\text{regionQuery}(p, \varepsilon)$

return all points within $p'$'s $\varepsilon$-neighborhood

Let $a = x_0 < x_1 < \cdots < x_n = b$, $n \geq 2$, be fixed nodes within $[a,b]$ such that $x_i = x_0 + (k-1)h$, $k = 1, \ldots, n$, where the number $h = (b-a)/(n)$ specifies the distance between nodes. Fuzzy sets $A_0, \ldots, A_n : [a,b] \to [0,1]$ establish an $h$-uniform fuzzy partition of $[a,b]$ if they fulfill the following conditions:

1. for every $k = 0, \ldots, n$, $A_k(x) = 0$ if $x \in [a,b] \setminus [x_{k-1}, x_{k+1}]$ where $x_0 = x_{n-1}, x_{n+1} = x_n$;
2. for every $k = 0, \ldots, n$, $A_k$ is continuous on $[x_{k-1}, x_{k+1}]$ where $x_0 = x_{n-1}, x_{n+1} = x_n$;
3. for every $x \in [a,b]$, $\sum_{k=0}^{n} A_k(x) = 1$;
4. for every $k = 1, \ldots, n$, $A_k(x_k) = 1$;
5. for every $k = 1, \ldots, n-1$, $A_k$ is symmetrical with respect to the line $x = x_k$.

Let a function $f$ be given at finitely many points $p_1, \ldots, p_N \in [a,b]$ and $A_0, \ldots, A_n$ be basic functions which form a fuzzy partition of $[a,b]$. The following vector of real numbers

$$F[f] = \{F_0, \ldots, F_n\}$$

is the (direct) $F$-transform of $f$ w.r.t. $A_0, \ldots, A_n$ where the $k$-th component $F_k$ is defined by

$$F_k = \frac{\sum_{i=1}^{N} A_k(p_i) f(p_i)}{\sum_{i=1}^{N} A_k(p_i)}, \quad k = 0, \ldots, n. \quad (2)$$

The $F$-transform with respect to a fixed fuzzy partition is, in fact, a linear map from the space of continuous maps on $[a,b]$ to $\mathbb{R}^n$ satisfying

$$F_0^*[\alpha f + \beta g] = \alpha F_0^*[f] + \beta F_0^*[g].$$
for any $\alpha, \beta \in \mathbb{R}$ and continuous maps $f, g$ on $[a, b]$. 
For more details and basic properties we again refer to [11]. Now we only recall that, under some assumptions, components of $F$–transform can be considered as weighted mean values of $f$ with weights given by the basic functions.

The inverse $F$–transform (with respect to a partition $A_0, \ldots, A_n$) represents the inverse process of $F$. It takes an $n$-dimensional vector $v$ of real numbers and creates a linear combination of basic functions with coefficients given by $v$. In such a way a continuous map on the interval $[a, b]$ can be constructed. Thus, by using an inversion formula (i.e. an inverse $F$–transform $f_{F,n}(x)$)

$$f_{F,n}(x) = \sum_{k=0}^{n} F_k A_k(x), \quad i = 1, \ldots, N, \quad x \in [a, b].$$

we can approximately reconstruct the function $f$ from the vector of components of its direct $F$–transform. The following theorem was shown in [11].

**Theorem 1** Let $f(x) : [a, b] \rightarrow \mathbb{R}$ be a continuous function. For every $\varepsilon > 0$ there exists an integer $n(\varepsilon)$ and a related fuzzy partition $A_0, A_1, \ldots, A_{n(\varepsilon)}$ of $[a, b]$ such that the inverse $F$–transform $f_{F,n(\varepsilon)}$ of the function $f$ with respect to the partition $A_0, A_1, \ldots, A_{n(\varepsilon)}$ satisfies

$$|f(x) - f_{F,n(\varepsilon)}(x)| < \varepsilon.$$

3. **Algorithm**

Before we present the main algorithm, some other notions should be introduced for any cluster $C$. We say that a cluster $C$ is inappropriate if there are two points $z_1, z_2 \in C$ and an interval $J$ such that are not density-connected on $C \cap (J \times \mathbb{R})$. Otherwise we say that the cluster is appropriate.

Finally, an accuracy coefficient can be specified for any interval $J$ and a cluster $C$. Let $h_i$ denotes the diameter of the set $\{\pi_2(z) \in \mathbb{R} | z \in (C \cap (J \times \mathbb{R}))\}$. Then this coefficient is defined as a ratio $c_\rho(J) := h_i/h$, which is still acceptable in further approximations.

**Steps of the algorithm:**

Let us describe the algorithm linguistically first:

1. **INPUT:** $(D, \text{min\_points}, \varepsilon, h)$, where
   (a) $D$ is a data set,
   (b) $\text{min\_points}$ is an integer which denotes minimal number of points in a particular cluster,
   (c) $\varepsilon > 0$ is a number representing the required precision,
   (d) $h$ specifies the $h$-uniform fuzzy partition of the interval $[a, b]$.

2. The algorithm DBSCAN is used to determine the number of clusters in $D$ (Let $K \in \mathbb{N}$ be this number and $C[i]$ denote $i$-th cluster, $i = 1, 2, \ldots, K$) and the set $C$ of clusters in $D$.

3. For every $i \in \{1, 2, \ldots, K\}$, the appropriateness of the cluster $C[i]$ is checked by the algorithm AppChecking and two sets of clusters are constructed - namely the set $AC$ of appropriate clusters and its complement $NC := C \setminus AC$. In this step, the algorithm AppChecking is used. (Without loss of generality, we may assume that there exists $K' \leq K$ such that $NC$ consists of the first $K'$ clusters.)

4. For every cluster $C[i] \in NC$, i.e. $i = 1, 2, \ldots, K'$, the algorithm $\text{FindSubclusters}$ finds a finite number $k_i \in \mathbb{N}$ of appropriate subclusters in the cluster $C[i]$. Let, for every $i$ as above, $C_j[i]$ denote such clusters for $j = 1, 2, \ldots, k_i$.

5. For every cluster $C[i]$, $i = K' + 1, \ldots, K$, and for every subcluster $C_j[i]$, for $i = 1, 2, \ldots, K'$, $j = 1, 2, \ldots, k_i$, approximations by using $F$–transform are calculated by the algorithm $\text{FTTransorm}$.

6. **OUTPUT:** a finite number of $\varepsilon$-approximations of $D$.

**Algorithm**

**Input:** $D, \text{min\_points}, \varepsilon, h$

1. **DBSCAN** $(D, \text{min\_points}, \varepsilon)$ specifies $K$ clusters of $D$.

2. For each cluster $C[i] \in C$,
   $\text{AppChecking}(C_j)$ checks the appropriateness of $C[i]$, the sets $AC$ and $NC$ are specified.

3. For every cluster $C[i] \in NC$,
   $\text{FindSubclusters}(C[i])$ finds the set $ASC_i$ of all appropriate subclusters of $C[i]$.

4. For any $C : C[i] \in AC$ and for any $C \in ASC_i$ of $C \in NC$,
   (i) check the accuracy of $C$,
   (if necessary, specify a part of $D$ which cannot be approximated by a continuous function (see Figure 7))
   modify $C$ if necessary,
   (ii) approximate $C$ by the inverse $F$–transform; $\text{FTransformsCLUSTER}(C[i])$

**Outputs:**

(i) appropriate parts (clusters) of $D$ approximated by $F$–transform,
(ii) noise removement,
(iii) parts of $D$ without functional dependence are detected.
Algorithm AppChecking
For any cluster 
\[ C[i] \] the set \( J[i] := \{ J_i | J_i \cap \pi_1(z) \neq \emptyset \text{ for some } z \in C[i] \} \) is nonempty and the union of its elements forms a closed subinterval of \([a, b]\) by the choice of \( \varepsilon \). Thus, if \( J[i] \) consists of \( s \) intervals \( J_i \), then there exists a node \( x_j \) such that
\[
[x_j, x_{j+s}] = \bigcup_{J_i \in J[i]} J_i. \tag{4}
\]

Then for any \( k = j, \ldots, j + s - 1 \) the number \( k \in \mathbb{N} \) of clusters of \( C[i] \) over \( J_k \) is calculated by the algorithm \( \text{DBSCAN}(C[i] \cap (J_k \times \mathbb{R}), \text{min_points}, \varepsilon) \). Then the following decision is made:
If \( \max \{ k \mid j = k, \ldots, j + s - 1 \} > 1 \) then
\[ C[i] \in NC \] and \( i = i + 1 \)
else \( C[i] \in AC \) and \( i = i + 1 \).

Algorithm FindSubclusters
For an inappropriate cluster \( C[i] \) we can use the notation introduced above - namely, for \( C \in NC \) there exists an interval \( [x_j, x_{j+s}] \) by (4). Furthermore, for any \( k = j, \ldots, j + s - 1 \) there exist \( I \) clusters of \( C[i] \) over \( J_k \). We use the following notation - \( C_{k,l} \) denotes the \( l \)-th cluster of \( C[i] \) over the interval \( J_k \).

It is easy to see that there exists an oriented graph representation of the cluster \( C[i] \) where the oriented graph \( G_C[i] \) is defined by:

(i) \( C_{k,l} \) denotes a vertex of \( G_{C[i]} \) representing the \( l \)-th cluster of \( C[i] \) over the interval \( J_k \).

(ii) if there exist \( z \in C_{k,l}, z' \in C_{k+1,L} \) so that \( d(z, z') < \varepsilon \), there exists an oriented arrow \( C_{k,l} \rightarrow C_{k+1,L} \). Thus the oriented arrows specify whether or not the subclusters \( C_{k,l}, C_{k+1,L} \) are neighboring.

By using this graph notation, the rest of this algorithm searches for all maximal oriented paths in \( G_{C[i]} \). Just to recall, an oriented path of \( G_{C[i]} \) is a sequence of vertices \( \{ C_{t,j}, C_{t+1,j+1}, \ldots, C_{t+k,k+L} \} \) such that there exists an oriented arrow from \( C_{t,q,t+q} \) to \( C_{t+(q+1),t+(q+1)} \) for every \( q = 0, 1, \ldots, k - 1 \). A maximal oriented path is an oriented path which is not a proper subset of another oriented path.

Directly from the definition of the graph \( G_{C[i]} \) it can be seen that every maximal oriented path \( P = \{ C_{t,j}, C_{t+1,j+1}, \ldots, C_{t+k,k+L} \} \) represents a subcluster \( C \in ASC_i \) of \( C[i] \) defined by
\[
C := \bigcup_{C_{t,j} \in P} C_{t,j},
\]
and consisting of mutually density-connected points. The output of this algorithm is the set \( ASC_i \) of subclusters of \( C[i] \).

Algorithm FTransformsCLUSTER
Let either \( C := C[i] \in AC \) or \( C \in ASC_i \), for some \( i = 1, 2, \ldots, K' \). As above, \( C \) lies over the interval \( L := [x_j, x_{j+s}] \) defined by (4) and \( C_k \) denotes the subcluster of \( C \) over the interval \( J_k \).
(i) For any \( J_k, k = 1, 2, \ldots, j + s - 1 \), the accuracy of \( C_k \) is calculated by
\[
c_a(J_k) = \max_{z \in C_k} \left( \frac{\pi_2(z) - \min_{z \in C_k} \{ \pi_2(z) \}}{h} \right).
\]
If \( c_a(J_k) \) is greater than some user-specified threshold then \( C := C \cup C_k \) and \( L := L \setminus \text{int}(J_k) \), where \( \text{int}(J_k) \) means the interior of the interval.
(ii) The \( F \)-transform can be computed for the \( h \)-uniform fuzzy partition restricted to \( L \) and points from \( C \). Without loss of generality we may assume that \( L \) is still a closed interval.

Then, the vector of components \( F = [F_1, F_2, \ldots, F_j] \) is computed for each subinterval according to (2). By the inverse \( F \)-transform (see (3)) an approximate value \( (F_{i,n}(e_i)) \) of each point \( e_i \) can be computed.

OUTPUT: Approximations by \( F \)-transform of relevant points \( e_i \in D \).

4. Results
In this section we show a result demonstrating that our procedure extends applicability of the technique of \( F \)-transform in data analysis. Before stating this result we describe outputs of our procedure. We would like to emphasize that neither crisp partition \( \{ J_k \} \) nor fuzzy partition \( \{ A_k \} \) of the interval \([a, b]\) is changed within our procedure. Therefore, although \( F \)-transforms are calculated for finitely many clusters, they are always calculated over the same fuzzy sets of the same fuzzy partition (possibly restricted to some subinterval) of \([a, b]\).

Consequently, because the ordinary \( F \)-transform is represented as \( n \)-dimensional vector (1), the result of our procedure can be written as
\[
\hat{F}(f) = [\hat{F}_0, \ldots, \hat{F}_n],
\]
where \( \hat{F}_i \) is a finite number of \( i \)-th components \( F_i \) of \( F \)-transforms calculated for some appropriate clusters or subclusters of \( D \).

Remark 1 It is obvious that this output may include some additional information about the data set \( D \) - for instance, a relative cardinality of subclusters over the interval \( J_i \), etc.

Theorem 2 Let \( D \) be a subset of \( \mathbb{R}^2 \) which can be expressed as the union of finitely many continuous functions \( f_j : [a, b] \rightarrow [a, b] \). Then for every \( \varepsilon > 0 \) there exists an integer \( n(\varepsilon) \), a related fuzzy partition \( A_0, A_1, \ldots, A_{n(\varepsilon)} \) of \([a, b]\) and such that the inverse \( F \)-transforms of \( F \)-transforms given by (5) are \( \varepsilon \)-close to the graphs of \( f_j \)'s.\(^{1}\)

\(^{1}\)We realize that this statement is not as mathematically precise as it should be. However, the idea and all the constructions are so straightforward that we expect that we can afford it in this contribution.
Proof. The sketch of this proof is natural and follows the procedure from Section 3. Because graphs of continuous functions are topologically connected in $\mathbb{R}^2$, the whole graph of each function $f_j$ is always (i.e. for any $\varepsilon > 0$) found as a part of some cluster by the algorithm DBSCAN. Consequently, if the number of found clusters is strictly smaller than the number of graphs of $f_j$’s, then clearly two (or more) graphs have a nonempty intersection.

This feature is checked by the algorithm AppChecking. Then, for all inappropriate clusters $C$’s their oriented graphs $G_C$’s can be constructed and maximal oriented paths can be found by the algorithm FindSubclusters. Without loss of generality we can assume that maximal oriented paths coincide with graphs of $f_j$’s. Because there is no need to check the accuracy of graphs of $f_j$’s, the algorithm FTransformsCLUSTER finds approximations which are $\varepsilon$-close to graphs of relevant functions $f_j$’s.

5. Illustrative examples

Two short demonstrations of our approach are prepared in this section.

The experimental data and their approximation by the F–transform are shown in Fig. 2. The inverse F–transform is highlighted as the dashed line.

By using the procedure from Section 3 with parameters $\text{min\_points} = 30$, $\varepsilon = 50$ and $h = 10$ we obtain approximations represented in Fig. 3. Here, particular clusters are denoted by different marks (stars etc.). All the clusters are appropriate and can then approximated by inverse F–transforms. All approximations are highlighted by dashed lines. Remaining points marked as circles denote a noise.

In Figure 4 one can see another experimental data set that is approximated by the "ordinary" F–transform represented by the dashed line. By using our procedure ($\text{min\_points} = 3$, $\varepsilon = 1$ and $h = 0.65$) just one inappropriate cluster $\tilde{C}$ is obtained.

Consequently, the proposed algorithm provides an oriented graph approximation of the cluster $\tilde{C}$ shown in Figure 5. Then two subclusters (i.e. two maximal oriented paths of the graph in Figure 5) of the cluster $\tilde{C}$ are found and approximated by dashed lines in Figure 6. The noise is again denoted by circles.

Finally, just to illustrate that fact, in Figure 7 one can see an example of a single cluster for which the subcluster over the interval $(143, 192)$ is not suitable for any approximation for some accuracy coefficient.

6. Conclusion

Within this contribution we presented a simple procedure expanding applicability of the technique of F–transform in data analysis. It is known that the original technique can approximate any continuous function with arbitrary precision. Our procedure acts as a preprocessing step as well as automatically provides several advanced features. Namely, our
procedure provides a fast outliers detection (resp. denoising) and also detects functional dependencies which can be represented by a finitely many continuous functions, and finally, such functional dependencies can be represented in the form which allows simpler classification than ordinary regression methods. Linguistic expressions of found results of the form mentioned in [11] are also available. Just for completeness, due to the compactness of the product space it does not make any sense to consider data sets represented by infinitely many continuous functions.

As we highlighted in the introduction of this contribution, the users should be careful about using this method for high-dimensional data sets due to the dimensionality problem. And we recall once more - we demonstrate this procedure for the most known density-based clustering algorithm and the technique of F–transform, but our ideas can be easily used for other density-based clustering and regression techniques. Our future research in this topic will lead especially to classification tasks for high-dimensional data sets.
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