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\textbf{Abstract} - Target classification in hyperspectral imagery has been demonstrated to be very useful in remote-sensing applications. While spectral bands provide information for classification, they give rise to a large number of features. However, a large number of features often degrade performance. In such situations, dimensionality reduction can be very helpful. There are many such techniques in the literature, and the most popular one is Fisher’s linear discriminant analysis (LDA). For two class problems, LDA can be shown to be optimal. For the multi-class case, LDA is not. As such, a multi-class problem is cast into a binary one. This formulation not only simplifies the problem but also works well in practice. However, it lacks theoretical justification. We show in this paper the connection between the above formulation and Relief feature selection, thereby providing a sound basis for observed benefits associated with this formulation. Furthermore, we propose a margin based algorithm for dimensionality reduction that addresses some of the problems facing the two class formulation. We provide experimental results that corroborate well with our analysis.

\textbf{Index Terms} - Classification, dimensionality reduction, Relief

\textbf{1. Introduction}

Target classification in hyperspectral imagery has been demonstrated to be very challenging, and at the same time to be extremely useful in many remote-sensing applications [1], [2], [3]. While spectral-reflectance measurements provide information for target detection and classification, they generate a large number of features, resulting in a high dimensional measurement space [4]. However, a large number of features often degrade classification performance. This fact is due to the curse of dimensionality. In such situations, feature extraction or selection methods play an important role by significantly reducing the number of features for building classifiers.

There are many dimensionality reduction techniques for classification in the literature. The most popular one is Fisher’s linear discriminant analysis (LDA) [5]. In LDA, we are given a set of $N$ examples $z = (x_i, y_i)_{i=1}^N$, where $x_i \in \mathbb{R}^q$ are the $q$-dimensional inputs, and $y_i$ are scalar labels.

Consider a $C$ class problem, where $m$ is the mean vector of all data, and $m_i$ is the mean vector of $i$th class data. A within-class matrix characterizes the scatter of samples around their respective class mean vectors, and it is expressed by $S_w = \sum^C_{i=1} p_i \sum^n_{j=1} (x_j - m_i)(x_j - m_i)^T$, where $n_i$ is the number of examples in the $i$th class, $p_i (\sum_i p_i = 1)$ represents the proportion of class $i$, and $t$ denotes matrix transpose. A between-class scatter matrix characterizes the scatter of the class means around the overall mean $m$: $S_b = \sum^C_{i=1} p_i (m_i - m)(m_i - m)^T$. Thus, LDA finds the projection matrix that maximizes the objective

$$J_F(W) = \text{tr}(W^T S_w^{-1} W^T S_b W)$$

We can obtain $W$ that maximizes $J(W)$ by solving the generalized eigenvalue problem: $S_b W_i = \lambda S_w W_i$.

From the Bayes perspective, LDA is optimal for two Gaussians with equal covariances [6], [7]. However, LDA is not optimal for multiple Gaussian distributions or classes with unequal covariance matrices. To address this problem, the multiclass problem can be formulated as a binary one. This formulation not only simplifies the problem but also works well in practice. However, it lacks theoretical justification.

We show in this paper the connection between the above formulation and Relief feature selection, thereby providing a sound basis for observed benefits associated with this formulation. Furthermore, we propose a margin based algorithm for dimensionality reduction that addresses some of the problems facing the two class formulation. We show how to optimize the proposed objective with semi-definite programming and corresponding complexity. We provide experimental results demonstrating that the proposed technique is competitive against competing methods in a number of hyperspectral image data. These results corroborate well with our analysis.

\textbf{II. Related Work}

A large number of subspace methods have been proposed to address the computational difficulty associated with LDA when the small sample size problem occurs ($S_w$ becomes singular) [1], [2], [8], [3], [9]. A good summary is presented in [8].

A dimension reduction technique, called linear feature extraction (LFE), based on Relief [10] is introduced [11]. In [12], a metric space dimension reduction technique is proposed. The idea is to find a linear transform such that in the transformed space total within class distance is minimized, while total between class distance is maximized. Discriminant analysis based on the average margin is proposed in [13]. The technique does not involve inverting matrices, thereby avoiding the small sample size problem. This technique is
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closely related to our proposal, as we shall see later.

III. Two Class Formulation And Relief

As stated earlier, from Bayes perspective, LDA is not optimal for multiple Gaussian distributions or classes with unequal covariance matrices. To address this problem, the multiclass problem can be formulated as a binary problem by introducing two spaces: intraclass space and extraclass space [8]. Here, the intraclass and extraclass spaces are defined respectively as

\[ \Omega_{\text{I}} = \{ x_i - x_j \mid l(x_i) = l(x_j) \} \] and \[ \Omega_{\text{E}} = \{ x_i - x_j \mid l(x_i) \neq l(x_j) \} \] (2)

where \( l(x_i) \) denotes the label of \( x_i \), and \( l(x_j) \) is the identity matrix in the \( \Omega_{\text{E}} \). Here \( \Omega_{\text{E}} \) denotes the covariance matrix of \( x_i \), where \( \Omega_{\text{E}} = \frac{1}{N_{\Omega}} \sum_{x_i \in \Omega_{\text{E}}} (x_i - x_j)(x_i - x_j)^T \), and \( N_{\Omega} \) represents the number of samples in \( \Omega_{\text{E}} \), and \( x_j \) represents the number of samples in \( \Omega_{\text{E}} \). Notice that the rank of either \( \Omega_{\text{E}} \) or \( \Omega_{\Omega} \) can be greater than \( C-1 \).

The above formulation not only simplifies the problem but also works well in practice [8]. However, it lacks theoretical justification. Here we show its connection to RELIEF [10], thereby providing a sound basis for observed benefits associated with this formulation.

Let \( x \) be an instance. We define the near hit or nh of \( x \) as its nearest neighbor that comes from the same class as \( x \). Similarly, we define the near miss or nm as the nearest neighbor of \( x \) that comes from the opposite class. In [14], the hypothesis margin of \( x \) with respect to labeled data is defined as: \( \sigma(x) = \| x - nm(x) \| = \| x - nh(x) \| \). The hypothesis margin is easy to compute and lower bounds the sample margin [14]. To be less sensitive to noise, \( k \) near misses/hits are often used in practice to optimize the margin for some integer \( k \) [11].

Let \( h(x) = x - nh(x) \) and \( m(x) = x - nm(x) \). We define two matrices, near hit \( S_h \) and \( S_m \), as follows:

\[ S_h = \sum_{i=1}^{k} h(x_i)h(x_i)^T \] and \[ S_m = \sum_{i=1}^{k} m(x_i)m(x_i)^T \] (3)

Often \( k \) nearest neighbors are used to estimate near hit \( nh(x) \) and near miss \( nm(x) \), respectively. Assume that \( nh(x) = m_i \). That is, the near hit spans the entire class. We first write \( S_h = \sum_{i=1}^{k} \sum_{j=1}^{l(x_i)} h(x_i)h(x_j)^T \). It follows that for class \( i \), \( \sum_{j=1}^{l(x_i)} h(x_i)h(x_j)^T = \sum_{j=1}^{l(x_i)} x_i^j - \eta_i m_i \). On the other hand, we can write the covariance of the intra class space as \( \Sigma_{\Omega} = \sum_{i=1}^{k} \sum_{j=1}^{l(x_i)} (x_i - x_j)(x_i - x_j)^T \). Let \( \sum_{i=1}^{l(x_i)} x_i^j = \sum_{i=1}^{l(x_i)} (x_i - x_j)(x_i - x_j)^T \). We have \( \sum_{i=1}^{l(x_i)} x_i^j = \sum_{i=1}^{l(x_i)} (x_i - x_j)(x_i - x_j)^T \). Thus, we can rewrite intra class covariance \( \sum_{\Omega} = \sum_{i=1}^{l(x_i)} (x_i - x_j)(x_i - x_j)^T \). This shows that each class contributes proportionally to overall intra class covariance \( \Sigma_{\Omega} \). In RELIEF, on the other hand, every class contributes equally to \( S_h \), when near hits are extended to the entire class. If every class has the same number of examples, \( \Sigma_{\Omega} \) and \( S_h \) are the same.

The relationship between extra class covariance \( \Sigma_{\Omega} \) and \( S_m \) is not as straightforward. However, let us define a space, similar to the one defined in Eq. (2)

\[ \Omega_{\Omega} = \{ x_i - m_{-i} \mid l(x_i) \neq l(m_{-i}) \} \] (4)

where \( m_{-i} = \frac{1}{1-S_{-i}} \sum_{x_i \neq l(m_{-i})} x_i \) denotes the mean of examples whose label differs from that of \( x_i \). It is straightforward to show that \( \Omega_{\Omega} = S_m \). Here \( \Omega_{\Omega} \) denotes the covariance matrix of the extraclass space defined in Eq. (4) and \( S_m \) is the near miss matrix (Eq.3), where \( nm(x) \) spans the entire neighborhood, respectively.

Notice that \( \Omega_{\Omega} \) (Eq. 4) is not exactly the same as \( \Omega_{\Omega} \) (Eq. 2). However, the connections between \( \Omega_{\Omega} \) and \( S_m \) and between \( \Omega_{\Omega} \) and \( S_h \) demonstrate a close relationship between the two class formulation and RELIEF, thereby providing justification to the two class formulation.

IV. A Margin Based Solution

For two classes whose distributions are Gaussian, an objective based on the Bhattacharyya distance is proposed [7],[8]. The Bhattacharyya distance is a measure of overlap between two distributions. The Bhattacharyya distance has shown to work well even if the underlying distributions are not Gaussian [6].

For the two class formulation discussed above, the Bhattacharyya distance becomes \( d_{\text{Bh}}(\mu, \Sigma) = \ln \left( \frac{1}{\sqrt{2\pi e}} \right) \). Let \( \mu_1, \mu_2, \Sigma_1, \Sigma_2 \) be the parameters of the two classes, \( \mu_1 \) and \( \mu_2 \) are the means, and \( \Sigma_1 \) and \( \Sigma_2 \) are the covariance matrices of the two classes, respectively. The Bhattacharyya distance is given by

\[ d_{\text{Bh}}(\mu_1, \Sigma_1, \mu_2, \Sigma_2) = \ln \left( \frac{1}{\sqrt{2\pi e}} \right) \left( \mu_1 - \mu_2 \right)^T \Sigma_1^{-1} \left( \mu_1 - \mu_2 \right) + \ln \left( \frac{1}{\sqrt{2\pi e}} \right) \left( \Sigma_1^{-1} + \Sigma_2^{-1} \right)^{-1} + \ln \left( \frac{1}{\sqrt{2\pi e}} \right) \left( \Sigma_1^{-1} + \Sigma_2^{-1} \right) \left( \Sigma_1^{-1} + \Sigma_2^{-1} \right)^{-1} \]

A closer look at the Bhattacharyya distance shows that it is an effective algorithm for selecting features along which the difference in variances between the two classes, defined by the intra-class and extra-class spaces (Eq. 2), is the largest. In many applications, this type of features can be useful. However, in the case of the intra-class and extra-class formulation, such features may not be desirable.

To address the problems implied by the above discussions, we introduce a margin based criterion and related optimization techniques. We focus on two class problems first. The multi-class case will be discussed later. The goal of LDA is to find a direction \( w \) that simultaneously places two classes apart and minimizes within class variations. Fisher’s criterion (Eq. 1) achieves this goal. Alternatively, we can achieve this goal by maximizing

\[ J(w) = tr(w^T \lambda \Omega_{\Omega} - S_h w) \] (5)

where \( \lambda > 0 \) is a constant that weighs relative importance of the two terms \( \Omega_{\Omega} \) and \( S_h \) in determining the outcome of linear discriminants.

To see the proposed objective (Eq. 5) is margin based, notice that maximizing \( tr(\lambda \Omega_{\Omega} - S_h w) \) is equivalent to \( J = \frac{1}{2} \sum_{i=1}^{k} \sum_{j=1}^{l(x_i)} \eta_i m_i \). On the other hand, we can rewrite intra class covariance \( \sum_{\Omega} = \sum_{i=1}^{k} \sum_{j=1}^{l(x_i)} (x_i - x_j)(x_i - x_j)^T \). This shows that each class contributes proportionally to overall intra class covariance \( \sum_{\Omega} \). In RELIEF, on the other hand, every class contributes equally to \( S_h \), when near hits are extended to the entire class. If every class has the same number of examples, \( \sum_{\Omega} \) and \( S_h \) are the same.

The relationship between extra class covariance \( \sum_{\Omega} \) and \( S_m \) is not as straightforward. However, let us define a space, similar to the one defined in Eq. (2)

\[ \sum_{\Omega} = \{ x_i - m_{-i} \mid l(x_i) \neq l(m_{-i}) \} \] (4)

where \( m_{-i} = \frac{1}{1-S_{-i}} \sum_{x_i \neq l(m_{-i})} x_i \) denotes the mean of examples whose label differs from that of \( x_i \). It is straightforward to show that \( \sum_{\Omega} = S_m \). Here \( \sum_{\Omega} \) denotes the covariance matrix of the extraclass space defined in Eq. (4) and \( S_m \) is the near miss matrix (Eq.3), where \( nm(x) \) spans the entire neighborhood, respectively.

Notice that \( \sum_{\Omega} \) (Eq. 4) is not exactly the same as \( \sum_{\Omega} \) (Eq. 2). However, the connections between \( \sum_{\Omega} \) and \( S_m \) and between \( \sum_{\Omega} \) and \( S_h \) demonstrate a close relationship between the two class formulation and RELIEF, thereby providing justification to the two class formulation.
matrix of class \( \mathcal{C}_i \) and \( d(m_i, m_j) \) denotes the Euclidean distance between \( m_i \) and \( m_j \). Thus, \( d(C_i, C_j) = \frac{1}{2} \sum_i \sum_j p_ip_j d(C_i, C_j) = \frac{1}{2} \sum_i \sum_j \sum_{i'j'} p_{i'j'} (d(m_i, m_j) + d(m_{i'}, m_{j'}) - d(m_{i'}, m_j) - d(m_i, m_{j'})) \). It can be shown that the first term is \( \lambda tr(S_w) \) and the second term is \( tr(S_w) \). Therefore, maximizing our objective produces large margin linear discriminants.

We note that the objective (Eq. 5) is similar to \( tr(S_w - S_p) \) proposed in [13]. The key differences are (1) \( \lambda \) that controls the contributions of \( S_w \) and \( S_p \); (2) how the second term is measured the average margin between two classes. Therefore, maximizing our objective produces large margin linear discriminants.

V. Solving Objective With Semi-Definite Programming

Suppose that \( w \) optimizes the objective function (Eq. 5). So does \( cw \) for any constant \( c \neq 0 \). Thus we require that \( w \) have unit length. The optimization problem then becomes \( \max_w tr((\lambda S_w - S_p)w) \), subject to: \( ||w|| = 1 \). This is a constraint optimization problem. Since \( tr((\lambda S_w - S_p)w) = tr((\lambda S_w - S_p)w^t) = tr((\lambda S_w - S_p)X), \) where \( X = w w^t \), we can rewrite the above constraint optimization problem as

\[
\max_{X \succeq 0} tr((\lambda S_w - S_p)X) \quad I \bullet X = 1 \quad \text{and} \quad X \succeq 0
\]

where \( I \) is the identity matrix and the inner product of symmetric matrices is \( A \cdot B = \sum_{i,j} a_{ij} b_{ij} \), and \( X \succeq 0 \) means that the symmetric matrix \( X \) is positive semi-definite. Indeed, if \( X \) is a solution to the above optimization problem, \( X \succeq 0 \) and \( I \bullet X = 1 \) implies \( ||w|| = 1 \), assuming rank(\( X \)) = 1.

The above problem is a semi-definite program (SDP). It is a convex optimization problem, where the objective is linear with linear matrix inequality and affine equality constraints. SDPs arise in many applications, including sparse PCA, learning kernel matrices, Euclidean embedding, and others. In addition, semidefinite programming is a very useful technique for solving many problems. For example, SDP relaxations can be applied to clustering problems such that after solving a SDP, final clusters can be computed by projecting the data onto the space spanned by the first few eigenvectors of the SDP solution. For large-scale problems, there is a tremendous opportunity for exploiting special structures in the problems, as those suggested in [15], [16].

Assume rank(\( X \)) = 1. Since \( X \) is symmetric, one can show that rank(\( X \)) = 1 if \( X = w w^t \) for some vector \( w \). Therefore, we can recover \( w \) from \( X \) as follows. Choose any column (say the \( i \)th column) of \( X \) such that \( X(1,i) \neq 0 \), and let \( w = X(:,i)/X(1,i) \), where \( X(:,i) \) denotes the \( i \)th column of the matrix \( X \). Therefore, our goal is to ensure that the solution \( X \) to the above constraint optimization problem has rank at most 1. It turns out that the above formulation (6) is sufficient to ensure that the rank of the optimal solution \( X \) to Eq. (6) is one, i.e., rank(\( X \)) = 1.

**Theorem 1**: Let \( X \) be the solution to the semidefinite program (6). Also, let rank(\( X \)) = \( r \). Then \( r = \text{rank}(X) = 1 \).

The proof is omitted due to the limit of space. Therefore, our procedure for computing \( w \) from the matrix \( X \) is guaranteed to produce the correct answer. We call our algorithm Margin LDA, or M2LDA. While the criterion (Eq. (5)) is different from the Fisher criterion (Eq. (1)), it is very competitive, as we shall see later in the experimental section.

For multiple class problems or matrices whose rank is greater than 1, as in \( \Sigma_i \) and \( \Sigma_E \), a subspace with \( d > 1 \) dimensions must be found. We start with \( A_1 = \lambda S_B - S_w \), where \( S_B \) and \( S_w \) are computed as in the two class case. We solve the problem in (6) to obtain the solution \( X_1 = w_1 w_1^t \). Once we have obtained the solution \( X_j = w_j w_j^t \), we deflate \( A_j \) to obtain \( A_{j+1} = A_j - X_j \), from which we compute the solution \( X_{j+1} = w_{j+1} w_{j+1}^t \) to \( A_{j+1} \) for \( j = 1, \cdots, C - 1 \), where \( C \) represents the number of classes. Notice that \( X_B \) forces \( w_j w_j^t \) to be orthogonal to \( w_j \), as desired.

In terms of the computational complexity, generic methods for solving the semidefinite program (Eq. (6)) have a complexity of \( O(qn^3) \) [17]. In the case of \( n \ll q \) (high dimensional data), one can apply QR decomposition to remove the null space of \( S_w = S_w + S_b \), which does not contain any useful information. Let \( r_i = \text{rank}(S_i) \). It follows that \( r_i \leq n - 1 \). Thus, in the resulting space, solving the semidefinite program (Eq. (6)) takes time at most \( O(q r_i^3) \). Since QR decomposition has a complexity of \( O(qn^2) \), which dominates the overall computation, we have a complexity of \( O(qn^2) \). Therefore, for a given problem, the computational complexity of solving the semidefinite program (Eq. (6)) is \( O(q \min(q,n)^3) \). Note that once a problem is given, the number of classes (fixed) does not affect complexity analysis.

VI. Experiments

In these experiments, we compare the following competing algorithms for dimensionality reduction in hyperspectral imagery. All procedural parameters are determined through 5-fold cross-validation. To solve the semidefinite program, we used the general purpose optimization software SeDuMi [18].

1. DBIE-Bhattacharyya distance with the intra-class and extra-class covariance matrices \( \Sigma_i \) and \( \Sigma_E \), respectively.
2. FisherIE-Fisher criterion with \( \Sigma_i \) and \( \Sigma_E \), respectively.
3. MIE-Proposed M2LDA algorithm (Eq. 6) with \( \Sigma_i \) and \( \Sigma_E \), respectively.
4. FisherIEHM-Fisher criterion with the near hit and near miss scatter matrices \( S_h \) and \( S_m \) (Eq. 3), respectively, and three...
nearest neighbors are used to compute near hits and near misses. (5) $M_{IEEE}$-Proposed $M_{LDA}$ algorithm (Eq. 6) with $S_b$ and $S_w$ respectively, and three nearest neighbors are used to compute near hits and near misses. (6) $M_{LDA}$-Proposed $M_{LDA}$ algorithm (Eq. 6) with the between and within class matrices $S_w$ and $S_b$, respectively. (7) $LDA$-$LDA$ algorithm (Eq. 1) with the between and within class matrices $S_b$ and $S_w$, respectively. (8) WaLuMI-Ward’s linkage strategy using mutual information [19], [20].

In the experiments, the mean and variance along each dimension are calculated using the training data. Then, the training mean and variance are used to normalize the test data. The one nearest neighbor (NN) classifier is used to obtain accuracy.

A. Data Sets

(1) Cooke - This data set includes a hyperspectral image and regions of interest (ROIs) indicating target locations (ground truth) in the image. The image was captured by the HyMap airborne hyperspectral sensor over Cooke City, Montana, on July 4, 2006. It consists of $280 \times 800$ pixels with ground sampling distance of about 3 meters and 126 spectral channels in the VNIR-SWIR range. A false color representation of the scene is shown in the left panel in Figure 1. In this experiment, we only use self test set, due to the availability of ground truth. There are seven classes in this data set. The data set can be obtained from dirsapps.cis.rit.edu/blindtest/.

(2) Pines - This data set was generated by the AVIRIS sensor over the Indian Pines test site in North-western Indiana. It consists of $145 \times 145$ pixels and 224 spectral reflectance bands in the wavelength range $0.4-2.5 \times 10^{-6}$ meters. In this experiment, the number of bands is reduced to 200 after removing bands covering the region of water absorption: [104-108], [150-163], and 220. The image is shown in the right panel in Figure 1. The Indian Pines scene contains mostly agriculture, forest and other natural perennial vegetation. There are sixteen classes in the dataset. Indian Pines data are available through Pursue’s university MultiSpec site.

B. Experimental Results

For the Cooke data set, we randomly choose 5 samples from each class as training. Thus, we have a total of 35 training samples. Similarly, we randomly choose 4 from the remaining examples from each class as testing, resulting in a total of 28 testing examples. For the Pines data set, Oak has only 20 examples. Therefore, we randomly choose 10 samples from each class as training and choose randomly 10 from the remaining examples as testing. Thus, we have 160 training and 160 testing examples, respectively.

For all the methods, we obtain a projection from the training data. We then project both training and test data on the chosen features and use the one nearest neighbor classifier to obtain classification accuracy. This process is repeated 20 times and the average accuracy for each method over the 20 runs is reported.

Figure 2 shows the average accuracy registered by each method on the two data sets as a function of dimensions. Overall the $M_{IEEE}$ and $M_{LDA}$ achieve good performance in the problems that we have experimented with. $M_{IEEE}$ and $M_{LDA}$ are most competitive, followed by $LDA$. These results corroborate well with our theoretical analysis.

VII. Conclusion

In this paper, we have shown the relationship between feature selection based on intraclass and extraclass spaces and Relief, thereby providing a justification for the two class technique. We have introduced a margin criterion for dimension reduction that does not involve matrix inversion, and how our objective can be optimized using algorithms such as semi-definite programming. We have demonstrated the efficacy of the proposed technique using hyperspectral image data sets and the results show that the technique achieves competitive performance against competing methods in these data sets.
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