A Viral Infection Model with Lytic Immune Response and Periodic Medication Strategy
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Abstract - In this paper, a viral infection SVI model with lytic immune response is studied. What’s more, in order to control the quantity of the virus population, periodic medication strategy is introduced to the classical SVI model. By some mathematical analysis techniques, an important threshold $R_0$ is found for the system. It is proved that the virus-free periodic solution (VFPS for short) is globally attractive if $R_0<1$, while the virus will be permanent if $R_0>1$. Finally, numerical simulation examples and discussions are presented to support our theoretical results.

Index Terms - VFPS, threshold, globally attractive, permanent.

I. Introduction

It is known that many new epidemics such as AIDS, SARS, HIV, HBV, HCV and H1N1, etc. appear and spread between humans and animals. Therefore, from mathematical and ecological point of view, the study on the effect of epidemic disease is a very important and interesting subject. And mathematical modelling is valuable and efficient in understanding the dynamics of the ecological system, epidemic transmission, viral infection and so on. Moreover, mathematical models can provide insights into the dynamics of viral load in vivo and is very helpful for clinical treatment. Especially, the models of combination therapy provide very important meaning for the cure of HIV, HBV and HCV. However, infection by HIV-1 and HCV has many puzzling quantitative features. For example, there is an average 10 years between infection with the virus and the AIDS in adults. The reason for this time lag remains largely unknown, although it seems tied to changes in the number of circulating CD4+ T cells. The major target of HIV infection is a class of lymphocytes, or white blood cells, known as CD4+ T cells. These cells secrete growth and differentiation factors that are required by other cell populations in the immune system, and hence these cells are called “helper T cells” (see [1]).

In order to investigate the role of direct lytic and nonlytic inhibition of viral replication by immune cells in viral infections, Bartholdy et al. [2] and Wodarz et al. [3] constructed a mathematical model describing the basic dynamics of the interaction between susceptible host cells, a virus population, and immune response, which is described by the following differential equations (1),

\[
\begin{align*}
x'(t) &= s - dx(t) - \frac{\beta x(t)y(t)}{1 + qz(t)} \\
y'(t) &= \frac{\beta x(t)y(t)}{1 + qz(t)} - ax(t) - py(t)z(t) \\
z'(t) &= cy(t)z(t) - bz(t)
\end{align*}
\]

Recently, Song et. al studied a delayed viral infection model with lytic immune response in [1]. They studied the effect of time delay on the stability of the equilibrium of the system, and get sufficient conditions for stability switch of positive equilibrium.

Enlightened by above literatures, in the present paper, we will introduce periodic medication strategy to the classical model (1) (we call it SVI model for short in the following). The main purpose of the paper is finding an efficient medication strategy so that we could control the virus population by changing the period of the medication or strengthening the medication, and the model is as follows,

\[
\begin{align*}
S'(t) &= r - dS(t) - \frac{\beta S(t)V(t)}{1 + qI(t)} \\
V'(t) &= \frac{\beta S(t)V(t)}{1 + qI(t)} - aV(t) - pV(t)I(t) \\
I'(t) &= cV(t)I(t) - hI(t), \quad t \neq nT \\
S'(t) &= (1 - \delta_s)S(t) \\
V'(t) &= (1 - \delta_v)\frac{V(t)}{I(t)} \\
I'(t) &= (1 - \delta_i)I(t)
\end{align*}
\]

with initial condition

\[
S(0^+) = S_0, V(0^+) = V_0, I(0^+) = I_0
\]

where $S(t)$ is the number of susceptible host cells, $V(t)$ is the number of virus population and $I(t)$ is the number of immune responses; susceptible host cells are generated at a rate $r$, die at rate of $dS(t)$ and become infected by virus at rate of $\beta S(t)V(t)$ without the immune response; to model nonlytic antiviral, viral replication is inhibited by the immune response at a rate $1 + qI(t)$; infected cells die at a rate $a$ and killed by the immune system at a rate $pV(t)/I(t)$ for modeling lytic effector mechanisms; the immune response is assumed to get stronger at a rate proportional to the number of infected cells, $cV(t)I(t)$; also decay exponentially at a rate proportional to its current strength, $bI(t)$; the parameter $p(c)$ expresses the
strength of the lytic component, whereas the parameter $q$
expresses the efficacy of the nonlytic component.

II. Preliminaries

Let $R = [0, \infty), R^1 = \{(x, y, z) \in R^3 \mid x, y, z \geq 0\}, \Omega = \text{int}\ R^1$.
Denote as $f = (f_1, f_2, f_3)$ the map defined by the right hand sides of the first, second and third equation of the system (2). Let $V: R^1 \rightarrow R^1$ is said to belong to class $V_0$ if

(1) $V$ is continuous in $(nT, (n+1)T] \times R^1,$ and for each $x \in R^2, n \in N, \lim_{t \rightarrow \infty} V(t, y) = V(nT^+, x)$ exists;

(2) $V$ is locally Lipschitzian for $x$.

Lemma 1. Comparison theorem of impulsive differential equations, we omit it here and more details can be seen in [4].

Lemma 2 (see [5]). Consider the following subsystem of (2)

\[ \begin{align*}
S'(t) &= r - dS(t), \quad t \neq nT \\
S'(t^+) &= (1 - \delta)S(t), \quad t = nT, n = 1, 2, \ldots
\end{align*} \]

which is globally asymptotically stable.

Lemma 3. For each solution $(S(t), V(t), I(t))$ of system (2), there exists a constant $M > 0$ such that $S(t) \leq M, V(t) \leq M, I(t) \leq M$ for $t$ large enough.

Proof. Let $N(t) = S(t) + V(t) + I(t),
\begin{align*}
N'(t) &\leq -dS(t) - aV(t) - bI(t) \\
&\leq -r - dN(t)
\end{align*}

where $D = \min\{a, b, d\}, N(t^+) = (1 - \delta)S(t) + (1 - \delta)V(t) + (1 - \delta)I(t) \leq N(t)$

which leads to

\[ \begin{align*}
N(t) + DN(t) &\leq r, \quad t \neq nT \\
N(t^+) &\leq N(t), \quad t = nT
\end{align*} \]

That is to say, there exists a $M > 0$ such that $S(t) \leq M, V(t) \leq M, I(t) \leq M$ with $t$ large enough.

III. Global behavior of VFPS

At first of this section, we denote

\[ g = \frac{d(e^{dT} - 1)}{r\beta\delta_1(e^{dT} - 1)(d \ln(1 - \delta) + T(\beta r - \alpha a))}, \]

then we have following theorem for the global attractivity of the virus-free periodic solution firstly. Theorem 1. If $g < 1$, then the virus-free periodic solution (VFPS) $(S_0(t), 0, 0)$ of system (2) is globally attractive. Proof. Since $g < 1$ holds, then we can choose $\varepsilon > 0$ small enough such that

\[ \eta = (1 - \delta)\exp\left(\int_0^T \frac{\beta(S_0(t) + \varepsilon - \alpha)dt}{1 - (1 - \delta)\exp(-d + \beta\varepsilon_0)}\right) < 1 \]

From the first and the fourth equation of system (2),

\[ \begin{align*}
S'(t) &\leq r - dS(t), \quad t \neq nT \\
S'(t^+) &\leq (1 - \delta)S(t), \quad t = nT, n = 1, 2, \ldots
\end{align*} \]

By lemma 1 and lemma 2, there exists a $T_1 > 0$ such that $S(t) \leq S_0(t) + \varepsilon$, when $t > T_1$

On the other hand, when $t > T_1$ from the second equation of system (2) we have $V'(t) \leq \beta(S_0(t) + \varepsilon - \alpha)V(t)$ which yields

\[ \frac{V'(t)}{V(t)} \leq \beta(S_0(t) + \varepsilon - \alpha) \]

Integrate the inequality (10) on the interval $(nT, (n+1)T)$, we have that

\[ V((n+1)T) \leq V(nT)^+ \exp\left(\int_{nT}^{(n+1)T} (\beta(S_0(t) + \varepsilon - \alpha)\right)\]

which leads to $V(nT) \leq V(0)^+ \eta \rightarrow 0$, as $n \rightarrow \infty$

Since $0 \leq V(t) \leq V(nT), \quad t \in ((n - 1)T, nT)$, then

\[ \lim_{t \rightarrow \infty} V(t) = 0 \]

Thus, for any $0 < \varepsilon < b/c$ small enough, there exists a $T_2 > T_1$ such that $V(t) < \varepsilon$, when $t > T_2$, and by the third equation of system (2) we have

\[ I(t) \leq (c\varepsilon_1 - b)I(t) \Rightarrow \frac{I(t)}{I(t)} \leq c\varepsilon_1 - b \]

Integrate (9) on the interval $(nT, \varepsilon_1), \varepsilon_1 \in (nT, (n+1)T)$, we have

\[ I(t) \leq I(nT^+) \exp\left(\int_{nT}^{(n+1)T} (c\varepsilon_1 - b)dt\right) \leq V_0 \exp\left(\frac{c\varepsilon_1 - b}{T}\right) \]

Thus, $I(t) \rightarrow 0$, as $n \rightarrow \infty$, i.e., $\lim_{t \rightarrow \infty} I(t) = 0$.

On the other hand, by the first and fourth equation of system (2) once again, we have that

\[ \begin{align*}
S'(t) &\leq r - (d + \varepsilon)S(t), \quad t \neq nT \\
S'(t^+) &\leq (1 - \varepsilon)S(t), \quad t = nT, n = 1, 2, \ldots
\end{align*} \]

Also, by the comparison theorem and Lemma 2, there exists a $T_3 > T_2$ such that

\[ S(t) \geq S_0(t) - \varepsilon, \quad \text{when} \quad t > T_3 \]

where

\[ S_0(t) = \frac{r}{d + \beta\varepsilon_0} \left(1 - \delta\exp\left(-(d + \beta\varepsilon_0)(1 - nT)\right)\right) \]

\[ (1 - \delta)\exp\left(\frac{\beta(S_0(t) + \varepsilon - \alpha)dt}{1 - (1 - \delta)\exp(-d + \beta\varepsilon_0)}\right) < 1 \]
Combine inequality (9) and (15), for any \( \varepsilon, \xi > 0 \) small enough, there exists a \( T_0 > T \) such that \( S'(t) - \varepsilon \leq S(t) \leq S(t) + \varepsilon \) when \( t > T_0 \), Let \( \varepsilon_i \to 0 \), we have
\[
S_0(t) - \varepsilon \leq S(t) \leq S_0(t) + \varepsilon, \quad \text{when} \quad t > T_3
\] (15)
which implies
\[
\lim_{t \to \infty} S(t) = S_0(t)
\] (16)
By (11), (13) and (17), we know that the VFPS \((S_0(t),0,0)\) of system (2) is globally attractive.

**IV. Permanence**

In this section, we say the virus spread if the virus population persists above a certain positive level for a long period, and at first we give the definition of the permanence of the virus population.

Definition. The virus population \( V(t) \) is said to be permanent if there are constant \( V_{\alpha} > V_{\gamma} > 0 \) such that \( V_{\gamma} \leq \liminf_{t \to \infty} V(t) \leq \limsup_{t \to \infty} V(t) \leq V_{\alpha} \) for any solution \((S(t),V(t),I(t))\) of system (2). Theorem 2. If \( R_0 > 1 \), then virus population is permanent.

Proof. At first, for \( l \in (0, b/c) \) is small enough, we claim
\[
\limsup_{t \to \infty} V(t) \geq l
\] (17)
Suppose that (15) is not true, then there exists a \( T_3 \geq 0 \) such that \( V(t) < I \) for all \( t \geq T_3 \), and from the first and the fourth equation of system (2) we have
\[
\begin{align*}
S'(t) &\geq r - (d + \beta)S(t), \quad t \neq nT \\
S'(t) &=(1-\delta)S(t), \quad t = nT, n=1,2,\ldots
\end{align*}
\] (18)
Then by comparison theorem and Lemma 2, there exists a \( T_5 > T_3 \) such that
\[
S(t) \geq S_0(t) - \varepsilon, \quad \text{when} \quad t > T_5
\] (19)
where
\[
S_0(t) = \frac{r}{d+\beta}\left(1-\delta\exp(-(d+\beta)(t-nT))\right)
\]
And it is easy to see
\[
S'(t) > \frac{r}{d+\beta}\left(1-\delta(1-\delta)\exp(-(d+\beta)t)\right) \geq S_5
\]
Also, by the third and the last equation of system (2),
\[
\begin{align*}
I'(t) &\leq (c_i - b)I(t), \quad t \neq nT \\
I'(t) &=(1-\delta)I(t), \quad t = nT, n=1,2,\ldots
\end{align*}
\] (20)
Since \( l \in (0, b/c) \) is small enough, then similar as the proof of (13) in Theorem 1, and there exists a \( T_6 > T_5 \), such that
\[
I(t) < \varepsilon \quad \text{when} \quad t > T_6
\] (21)
Then by the second equation of system (2),
\[
V'(t) > \left(\frac{\beta(S_0(t) - \varepsilon) - \alpha}{1+q\varepsilon}\right) V(t)
\] (22)
Because of \( R_0 > 1 \) and \( l \in (0, b/c) \) is small enough, we can choose \( \varepsilon > 0 \) small enough such that
\[
\eta = (1-\delta)(\exp(-(d+\beta)l) - \delta - \varepsilon) > 1, \quad \text{and} \quad \sigma = \frac{\beta(S_0(t) - \varepsilon) - \alpha}{1+q\varepsilon} > 0.
\]
Integrate (23) on the interval \((nT, (n+1)T)\), we have
\[
V((n+1)T) > V(nT)(1-\delta)(\exp(-(d+\beta)l) - \delta - \varepsilon) > V(nT)\eta,
\]
which yields \( V((nT) > V(0)) \eta^n \to \infty \), as \( n \to \infty \)
which is a contradiction with the boundedness of \( V(t) \).

Therefore, there exists a \( t_4 > 0 \) such that
\[
V(t) > l, \quad \text{i.e.} \quad \limsup_{t \to \infty} V(t) > l.
\] (23)

Secondly, if the inequality \( V(t) > l \) holds for all \( t > t_4 \), then our aim is obtained. So we only need to consider the case that \( V(t) \) leaves from the compact region \( R = \{(S(t),V(t),I(t))|V(t) \leq l\} \) and reenter it again.

If \( t' = \eta T, \eta \in N \), according to (24) there must exist an \( n_0 \in N \) such that \( V(t') \geq l, \quad t \in [t',t'] \) and \( (1-\delta)l \leq V(t') = (1-\delta)l \).

Then we can choose \( n_0, n_1 \in N \) and \( \varepsilon > 0 \) small enough such that \( (1-\delta)(\exp((n_0+\varepsilon)L) - \delta - \varepsilon) > 1 \).

Let \( \tilde{T} = (n_0 + n_1)T \), then we claim that there exists a \( t_2 \in (t',t'+\tilde{T}) \), such that \( V(t) \to l \) holds.

Otherwise, if \( V(t) < l \) holds for all \( t \in (t',t'+\tilde{T}) \), then (19)-(23) hold, and by (20) we have
\[
V(t) > \left(\frac{\beta(S_0(t) - \varepsilon) - \alpha}{1+q\varepsilon}\right) V(t)
\] (22)
Integrate (25) on the interval \((t', (n_1 + 1)T) \cup \ldots \cup ((n_1 + n_2 - 1)T, t'+n_2T) \), we have
\[
V(t'+n_2T) > V(t') \exp\left(\int_{t'}^{t'+n_2T}\left(\frac{\beta(S_0(t) - \varepsilon) - \alpha}{1+q\varepsilon}\right) dt\right)
\]
which is a contradiction.

Thus, if we denote \( \tilde{T} = \inf_{t \in (t',t'+\tilde{T})} V(t) > l \), then \( V(t) < l \) for all \( t \in (t',t') \) and \( V(\tilde{T}) = l \).

In the same way by (25) when \( t \in (\tilde{T}, t'+\tilde{T}) \),
\[
V(t) > \left(\frac{\beta(S_0(t) - \varepsilon) - \alpha}{1+q\varepsilon}\right) V(\tilde{T})
\]
which is a contradiction.

[366]
Since \( V(t^*+\bar{T}) \geq V_e \), repeat above process we have \( V(t) \geq V_e \) for all \( t > \bar{T} \).

On the other hand, if \( f^* \neq nT, n \in \mathbb{N} \), it is very similar to prove that there exists a \( \bar{T} > 0 \) such that \( V(t) \geq V_e \) for all \( t > \bar{T} \).

And as the page is limited, we omit this process.

That is to say, \( \liminf_{t \to \infty} V(t) \geq V_e \) holds, combined with Lemma 3, the virus population is permanent.

V. Numeric Simulations and discussions

In this paper, we have analyzed the global attractivity of the virus-free periodic solution of a viral infection SVI model with lytic immune response and periodic medication strategy. And we obtained an important critical value \( R_0 \) successfully, it is shown that the VFPS is globally attractive and the virus will be eradicated finally when \( R_0 < 1 \) in section 3, while it is shown that the virus will be permanent if \( R_0 > 1 \) in section 4.

Thus, in order to verify above theoretical results, we will give some numerical simulations in the following.

For system (2) if we choose
\[
\begin{align*}
  &r = 0.8, d = 0.1, \alpha = 0.3, \beta = 0.3, p = 0.8, q = 1.0, b = 0.1, \\
  &c = 0.6, T = 1, \delta_1 = 0.2, \delta_2 = 0.4, \delta_3 = 0.1 \\
\end{align*}
\]
with initial conditions
\[
S_0 = 0.5, V_0 = 0.3, I_0 = 0.2 
\]
and by a simple computation we have
\[
R_0 = \frac{d[e^{\delta_1}-(1-\delta_2)]}{r\delta_3(e^{\delta_2}-1)} \cdot [d(\ln(1-\delta_3)+T(\beta r-\alpha d))] = 0.9607 < 1
\]

One hand, by Theorem 1, the VFPS \((S_0(t),0,0)\) of system (2) is globally attractive; On the other hand, by Maple software, we can plot the time series diagram for \((S(t), V(t), I(t))\) as Fig.1, and one can see that both the virus population and the immune response (CD4+T cells) will be eventually eradicated, but the susceptible host cells \( S(t) \) can keep permanent.

If we only prolong the medication period, other parameters keep the same, such that \( T = 2 \). By a simple computation we obtain
\[
\begin{align*}
  &R_0 = \frac{d[e^{\delta_1}-(1-\delta_2)]}{r\delta_3(e^{\delta_2}-1)} \cdot [d(\ln(1-\delta_3)+T(\beta r-\alpha d))] = 1.4629 > 1 \\
\end{align*}
\]

Theorem 2, the virus population will be permanent; on the other hand, by Maple software, we can plot the time series diagram for \((S(t), V(t), I(t))\) as Fig.2, and one can see that both the virus population and the immune response (CD4+T cells) will be permanent.

\[
\text{Fig.2 Time series diagram for } \{(S(t), V(t), I(t))\} \text{ with } T=2, S=0.4.
\]

Above two examples show that if we intend to eliminate the virus population effectively, we must choose suitable medication period, if the medication period is too long, the medication strategy might be failed. However, intuitively speaking, as long as we increase the intensity of each medication, i.e., increase the parameter \( \delta_i (i = 1, 2, 3) \), we might also be able to eradicate the viral population, but in fact is it right? And if we choose \( \delta_2 = 0.7 > 0.4 \) and other parameters keep the same, then
\[
R_0 = \frac{d[e^{\delta_1}-(1-\delta_2)]}{r\delta_3(e^{\delta_2}-1)} \cdot [d(\ln(1-\delta_3)+T(\beta r-\alpha d))] = 1.1880 > 1
\]

Also, the virus population will be permanent by Theorem 1; and we can also plot the time series diagram as Fig.3 by Maple software. From Fig.3, we can see that the immune response (CD4+T cells) will be eventually eradicated while the virus population will still be permanent. And this phenomena tell us excessive medication strategy will not kill the virus effectively instead of eradicating the immune response.

\[
\text{Fig.3 Time series diagram for } \{(S(t), V(t), I(t))\} \text{ with } T=2, S=0.7.
\]
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