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Abstract - Hyperspectral images (HSI) are a collection of hundreds of images which have been acquired simultaneously in narrow and adjacent spectral bands. Aimed at meeting the needs of real-time process of hyperspectral data, the development of compressive techniques before the transmission and storage becomes critical. Recently, Compressed Sampling (CS), which exploits the sparsity of signals, has been allowed to reconstruct signals with fewer measurements than the traditional Nyquist sampling approach. In order to make use of the spectral correlation and spatial correlation simultaneously in the compressed sampling process, in this paper we developed a new three-dimensional compressed sampling (3DCS) method to reduce the sampling rate. In 3DCS, the three-dimensional circulant sampling model is presented, which samples the hyperspectral images with a random convolution process and a band-varying subsampling. In addition, an efficient reconstruct algorithm called three-dimensional total variation (3DTV) by exploiting its spatial and spectral correlation is used for this 3DCS with guaranteed convergence. The experiment results demonstrate that the superiority of our proposed 3DCS over 2DCS which only makes uses the spatial correlation is in terms of high recovery accuracy with respect to the sampling rate. And the reconstruct image using our proposed 3DCS is much better than the traditional 2DCS.

Index Terms - Hyperspectral imaging, Compressed sampling, 3DCS, 3DTV

I. Introduction

Hyperspectral images (HSI) are a collection of hundreds of images that have been acquired simultaneously in narrow and adjacent spectral bands, typically by airborne sensors. HSI are produced by expensive spectrometers that sample the light reflected from a two-dimensional area with increasing spatial resolution and spectral resolution. A HSI data set is thus a “cube” with two spatial dimensions and one spectral dimension. Hyperspectral imaging has many applications including environmental monitoring, agriculture planning or mineral exploration. Regrettably, the sheer volume of data makes acquisition, transmission, storage and analysis of HSI computationally very challenging. So how to manipulate HSI via a suitable compressive technique becomes critical. Therefore, the problem addressed in this paper is how to reduce the sampling rate to meet the needs of real-time process and the data storage, transmission.

The traditional sampling theoretical foundation is the Nyquist sampling theorem, which states that the signal information is preserved if the underlying analog signal is uniformly sampled above the Nyquist rate, which is twice its highest analog frequency. Unfortunately, Nyquist sampling has two major shortcomings when applied in hyperspectral imaging. First, acquisition of HSI needs a large sensor. This may be infeasible or extremely expensive. Second, the raw data acquired by Nyquist sampling is too large to acquire and transmit in short time.

However, recent developments in the field of compressed sampling (CS) [1] [2] offer an attractive potential solution to this problem. The core idea of compressed sampling is that if a signal or image of interest is sparse or compressible in some domain, then it can be reconstructed accurately from very few (relative to the dimension of the signal or image) non-adaptive measurements [3]. It is advantageous over Nyquist sampling, because it can relax the computational burden during sensing, and acquire high resolution data using small sensors. CS offers many advantages such as the possibility of hardware simplification, reduction of data acquisition times, achieving high resolution, and signal compression.

Assume a vectorized image or signal $x$ of size $L$ is sparsely represented as $x = \Psi z$, where $z$ has $K$ non-zero entries (called $K$-sparse) and $\Psi$ is the wavelet transform. Compressed Sampling acquires a small number of incoherent linear projections $b = \Phi x$ and decodes the sparse solution $z = \Psi^r x$ as follows:

$$\min_{z} \|z\|_0 \quad s.t. \quad Az = \Phi z = \Phi x = b.$$  

Where, $\Phi$ is a random sampling (RS) [4] ensemble. Recently, circulant sampling (CirS) [5] was introduced to replace RS with the advantages of easy hardware implementation, memory efficiency and fast decoding. It has been shown that CirS is competitive with RS in terms of recovery accuracy [5].

CS often reduces the required sampling rate by seeking the sparsest representation or by exploring some prior knowledge of the signal. Image CS (called 2DCS) samples each image independently and reconstructs each image by minimizing its total variation [6]. J. E. Fowler has proposed a method using JPEG2000 and principal component analysis in hyperspectral image compression [7] and use PPCA to reconstruct hyperspectral image in the receiver-side [8]. Distributed CS of Hyperspectral image via blind source separation is proposed in [9] to achieve a higher peak signal-to-noise ratio (PSNR) than other CS methods. A new reconstruction algorithm based on interband prediction and joint optimization is proposed by Haiying Liu, in which linear...
prediction is first applied to remove the correlations among successive hyperspectral measurement vectors [10].

However, the existing methods often consider the highly spectral correlation between adjacent bands in the reconstruct process and the sampling rate in the sample process is still quite high. These methods could not fully utilize the spectral correlation. So in this paper, we take advantage of a circulant convolution matrix as well as a band-varying subsampling matrix in the sampling process utilizing the spectral correlation to reduce the sampling rate, and introduce 3DTV as the regularization term to reconstruct the hyperspectral image from the incomplete sampled data.

This paper is organized as follows. Section 2 presents the proposed 3DCS, consists of 3D CirS and three-dimensional total variation (3DTV). In this section, the recovery algorithm for the 3DCS and the exact solution steps are also developed. Experimental results are given in Section 3 to show the superiority of our 3DCS in terms of high PSNR followed by concluding remarks in Section 4.

II. Proposed method

A. Overview of our 3D Compressive Sampling (3DCS)

In this section, the overview of our 3D compressed sampling (3DCS) consisting of 3D Circulant Sampling and its efficient reconstruct algorithm is given for a Hyperspectral data cube as shown in Fig. 1. The hyperspectral data is represented as a matrix $\mathbf{I} = [I_1, \ldots, I_k, \ldots, I_T]$, where column $I_k$ denotes the $k$-th band (the pixels in band $k$ reorders in column-wise). Using 3D CirS, the hyperspectral image has been sampled to incomplete data and in the reconstruct process, each image is recovered by jointly reconstruction algorithm by minimizing its three-dimensional total variation (3DTV).

This 3DCS is motivated by two characteristics of hyperspectral images. First, hyperspectral images are often piecewise smooth in 2D spatial domain and spectral domain. Second, the adjacent bands in a hyperspectral data are highly correlated in the spectral dimension, which can be modeled as a low-rank matrix with sparse innovations.

B. 3D Circulant Sampling

Hyperspectral data are highly compressible with two-fold compressibility: (1) each spatial image is compressible, and (2) the entire cube, when treated as a matrix, is of low rank. To fully exploit such rich compressibility, in this paper we propose a new scheme that never requires to explicitly store or process a hyperspectral cube itself. The 3D circulant sampling (CirS) consists of two steps:

1) Random convolution. 3D CirS convolves a band image $I_k$ by a random kernel $H$, denoted by $C^\perp_k$, where $C$ is a circulant matrix with $H$ as its first column. $C$ is diagonalized as $C = F^{-1} \text{diag}(\hat{H}) F$, where $\hat{H}$ is the Fourier transform of $H$, denoted by $\hat{H} = FH$.

2) Random subsampling. It consists of random permutation ($P$) and band-varying subsampling ($S_k$). $S_k$ selects a block of $M$ pixels from all $N$ pixels on $PCI_k$ and obtains the data $B_k = S_k PCI_k$. Note that the selected block drifts with band $k$ (Fig. 1). To relax the burden of both sampling and reconstructing, it is desirable to implement a physical mapping from a random subset to a 2D sensor. Although it is challenging, a possible solution is to implement random permutation by a bundle of optical fibers, followed by a moving small sensor. The easy way—sensing the whole image $CI_k$ by a big sensor and throwing away the unwanted $N-M$ pixels does not benefit sensing but yields a method of computation-free sampling.

As shown in Fig. 1, the 3D circulant matrix is denoted as $\Phi = \text{diag}(\Phi_1, \Phi_2, \ldots, \Phi_T)$, and $[B_1; B_2; \ldots; B_T]$ is the sampled data.
C. Three-dimensional Total Variation (3DTV)

In this section, 3DTV is presented in detail. In the 2D image CS, in order to use the piecewise smoothness in the spatial domain, the total variation (TV) is often used to recover the image from incomplete measurements. The widely-used form of TV is $TV_{b_1}$ [11] [12], which is defined as all pixels of the discrete model and gradient vector:

$$TV_{b_1}(f) = \sum_{i,j} \sqrt{(D_{x_1}f)^2 + (D_{y_1}f)^2}.$$  \hspace{1cm} (2)

Let $D_{x_1}$ and $D_{y_1}$ be the gradient and $b_1$, $b_1$ is the step length, $b_1$ is the vertical gradient operator. Here, the $D_{x_1}$ is the horizontal gradient operator and $D_{y_1}$ is the vertical gradient operator. The highly spectral correlation between adjacent bands is considered and the total variation in the spectral dimension can also be a constraint in the reconstruct optimization problem. Extending $TV_{b_1}$ to the three-dimensional (spatial and spectral) domain, our 3DTV is formulated as:

$$3DTV(f) = \sum_{i,j,k} \sqrt{(D_{x_1}f)^2 + (D_{y_1}f)^2 + \rho(D_{z_1}f)^2}.$$  \hspace{1cm} (5)

Where, $f$ is the 2D image and $n$ is the size of the image.

In reference [13], the $l_1$-norm based TV measure $TV_{b_1}(f) = \| D_{x_1}f \| + \| D_{y_1}f \|$ is proven to be better than $TV_{b_2}$ in reducing the sampling rate, where $D_{x_1}$ is the horizontal gradient operator and $D_{y_1}$ is the vertical gradient operator. Here, its augmented Lagrangian function (ALF) is defined as:

$$\min \{ |f|_1 \} \text{ s.t. } a = b.$$  \hspace{1cm} (8)

Its augmented Lagrangian function (ALF) is defined as:

$$L_p(a,b,y) = \|f\|_1 - y\beta(a - b) + \frac{\beta}{2}\|f - b\|_2^2.$$  \hspace{1cm} (9)

Then, the ALF of (7) is written as:

$$L(I,G,R,b,g) = \alpha_h \left[ G_h \|G_h - D_hI - b_h\|_2 \right] + \alpha_v \left[ G_v \|G_v - D_vI - b_v\|_2 \right] + \alpha_s \left[ G_s \|G_s - D_sI - b_s\|_2 \right] + \beta \|R - C\|_2.$$  \hspace{1cm} (10)

Where, $G = \{G_h, G_v, G_s\}$, $b = \{b_h, b_v, b_s\}$, $\beta_h, \beta_v, \beta_s$ are over-regularization parameters, $\gamma = \{b_h, b_v, b_s, g\}$ is Lagrangian multipliers and $C =diag(C,...,C)$.

The objective function (10) is actually a two optimization sub-problems, namely, the minimization problem about $\chi$ and $I$. The operator splitting method [14] can convert a complex problem into multiple simple iterative solutions of sub-problems, so that each sub-problem contains only one variable. Using operator splitting method to solve (10), the specific iteration steps are as follows:

1) Separate Rectification: Solve $\chi^{i+1}$,

$$\chi^{i+1} = \arg \min_{\chi} L(I^i, \chi, \gamma^i).$$  \hspace{1cm} (11)

2) Joint reconstruction: Solve $I^{i+1}$,

$$I^{i+1} = \arg \min_{I} L(I, \chi^{i+1}, \gamma).$$  \hspace{1cm} (12)

3) Update $\gamma$:

$$b_h^{i+1} = b_h - \tau (G_h^{i+1} - D_hI^{i+1})$$
$$b_v^{i+1} = b_v - \tau (G_v^{i+1} - D_vI^{i+1})$$
$$b_s^{i+1} = b_s - \tau (G_s^{i+1} - D_sI^{i+1})$$
$$g^{i+1} = g - \tau (R - C\chi^{i+1})$$  \hspace{1cm} (13)

Where, $\tau$ is the step length, $i$ is the iteration number.

The convergence of the ALM requires an exact solution to $\arg \min_L L(I, \chi, \gamma)$ at each iteration, which can be obtained separately with respect to $G$ and $R$.

Define a soft shrinkage function:

$$S(X, \frac{1}{\beta}) = \max \{ \text{abs}(X) - \frac{1}{\beta} \}, \text{sgn}(X).$$  \hspace{1cm} (14)

Where “•” denotes elementwise multiplication, and then $G$ is straightforwardly updated by:
\[ G_{i\alpha}^{I+1} \leftarrow S \left( D_{x} I^i + b_i^\prime , h / \beta \right) \]
\[ G_{\nu \beta}^{I+1} \leftarrow S \left( D_{y} I^i + b_i^\prime , h / \beta \right) \]
\[ G_{x \lambda}^{I+1} \leftarrow S \left( D_{z} I^i + b_i^\prime , h / \beta \right) \]

The complete circulant samples \( R = [R_1; \ldots; R_r] \) are rectified by 3D data \( I^i \) and partial circulant samples \( B_k \).

\[ R_{k}^{i+1} \leftarrow CI_{k}^i \]
\[ R_{k}^{i+1}(\text{Picks}_{k}) \leftarrow B_{k} \]

Where, \( \text{Picks}_{k} \) are the indices of rows selected by \( S_k \).

### III. Experimental Results

Our proposed 3DCS approach is evaluated on two hyperspectral images cube. The first cube is the scene of city Changzhou supported by Shanghai Institute of Technical Physics, Chinese Academy of Sciences and the office 308 of National 863 program which has 64 bands. The second is the cuprite scene from AVIRIS (http://www.airs.jpl.nasa.gov) and we intercept 64 bands to test. In this paper, sub-region is selected to simulate, and the size is 256*256 for each image. In the following paper, the first data set is denoted as scene1, while the second is scene2.

The first feature of our 3D CirS is the choice of the random kernel which is illustrated in Fig.1. In order to choose an appropriate random kernel to improve the recovery accuracy, six different convolution kernels are tested in the paper, such as the random Gauss matrix, the Bernoulli matrix, the orthonormal matrix, the hadamard matrix, the toeplitz matrix and the sparsity random matrix. The average PSNR of all bands using these six kernels at different sampling rate has been computed and the curve is given in Fig. 2. The figure depicts that the gauss kernel has the highest accuracy over other kernels regardless of sampling rate. So in the following experiments, we all choose the gauss kernel as the random kernel in the 3D CirS process.

There are two methods used in the experiments, (1) our proposed 3DCS, utilizing the spectral correlation and spatial correlation simultaneously; (2) traditional 2DCS, only using the spatial correlation in the sampling process. The methods are evaluated on scene1 and scene2 and we only show the PSNR of all the bands of scene2 in Fig. 3. The sampling rate of the two methods is \( M/L = 20\% \). The figure reveals that our proposed 3DCS achieves higher average recovery accuracy than the 2DCS method. The average PSNR of our proposed method 3DCS is 38.4973 dB while the PSNR of 2DCS is 30.1374 dB. This demonstrates that when spectral correlation is considered in the sampling process, the reconstruct image can have a higher quality.

In order to compare the quality of the reconstruct images directly, the reconstructed images of the 30th band of scene1 at sampling rate 30\% is given in Fig. 4. The original image of scene1 is displayed in the first row, while the reconstructed image using 2DCS is displayed on the left of the second row, and 3DCS on the right. We also give the PSNR of the reconstructed image of the specific band. It reveals that method 3DSC has a great advantage at improving PSNR and the details of the image are reconstructed better than 2DCS.
In this paper, a three-dimensional compressed sampling (3DCS) method has been proposed to compress a hyperspectral data cube to meet the need of real-time processing at a very low sampling rate, which consists of 3D circulant sampling and an efficient reconstruct algorithm with convergence guarantee. There are two major contributions in the paper. Firstly, circulant sampling is extended from 2D to 3D, utilizing the spectral correlation of HSI between the adjacent bands in the sampling process directly. Secondly, three-dimensional total variation (3DTV) is used as the regularization term to reconstruct HSI from the incomplete sampled data by taking advantage of the highly spatial and spectral correlation of HSI.

Experimental results demonstrate that our proposed 3DCS has a huge advantage on improving the image quality of reconstruct images. Even when the sampling rate decreases to a lower level, the method 3DCS can also give a better reconstruct image than 2DCS. The method presented here can be used widely in Hyperspectral CS techniques to reduce the measurement number and reduce the transmission and storage difficulties to meet the needs of real-time processing. Therefore, the method has a great significance on the design of the hyperspectral imaging spectrometer with a simpler hardware and a higher processing velocity.
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