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Abstract - Based on the staged continuous tabu search (SCTS) algorithm, a modified staged continuous tabu search (MSCTS) algorithm is proposed in this paper to improve the convergence, speed and robustness of tabu search (TS) algorithm. The improvements focus on the selection method of the neighborhoods in MSCTS algorithm. The generation of neighborhoods is guided by the multidimensional normal distribution function. In multidimensional normal distribution function, the mean value is the current optimal solution and the standard deviation is produced by the difference vector of the objective function at the current optimal solution. The range setting of neighborhood is different at different stage. 9 typical functions are used to test the performance of MSCTS and SCTS algorithm respectively. There are 5 indexes to evaluate the performance of both algorithms. The tests results show that MSCTS algorithm is good at dealing with the multivariate optimization problems. The calculated optimum solution for multi-variable function by MSCTS algorithm is about 5 to 17 times as near to the theoretical optimum solution as that of SCTS algorithm. As to the same test function, the calculation speed of MSCTS algorithm is about 3 to 17 times as many as that of SCTS algorithm. At the same time, the application of MSCTS algorithm is more extensive.

Index Terms - Global optimization, Tabu search algorithm, Neighborhoods structure, Selection range

I. Introduction

Optimization technology is widely applied in a variety of fields, such as engineering design, science analysis and financial data treatment. With computer technology getting increasingly powerful, optimization technology attracts more and more researchers’ interests.

Tabu search (TS) algorithm is one of crucial global optimization techniques. TS algorithm was first proposed by Professor Glover in 1986, from University of Colorado [1-2], for solving combinatorial optimization problems. The essential characteristic of TS algorithm is that several optimal solutions found temporarily, called taboo objects, are recorded by tabu list, which prevents these taboo objects can be found again in next several iterations. The existence of tabu list persecutes computer to turn to another direction to find better solutions, so as to jump out of local optimal effectively.

Like other global optimization techniques, TS algorithm is applied in a variety of fields, too. In chemical engineering, TS algorithm was used to find good model parameters for metabolic flux analysis (MFA) problems [3]. This method was also reported to be used in facility layout to improve the efficiency of material handing within a manufacturing system [4]. In addition, TS algorithm was reported to be used for structural software testing [5].

Although TS algorithm can get global optimum by tabu list, the probability of being trapped in a local optimum still exists. Many method were proposed to solve this kind shortage, such as using a specific neighborhood definition which employs a block of jobs notion [6], employing a flexible memory system to avoid the entrapment in a local minimum and developing the ideal of “distance” to the fitness to accelerate optimization [7], processing a new parallel model for TS algorithm based on the crossover operator of genetic algorithms [8], and using three continuous stages in process like stage continuous tabu search (SCTS) algorithm [9]. Each stage in SCTS algorithm will produce a starting point for next stage.

In this paper, we present a modified staged Continuous tabu search (MSCTS) algorithm based on SCTS algorithm. MSCTS algorithm employed new neighborhoods selection strategy using multidimensional normal distribution rule, new amnesty standards, and so on. We intend to prevent algorithm being trapped in a local optimum and achieve higher efficiency through those new rules.

II. Overview of TS and SCTS Algorithm

TS algorithm is good at resolving the global optimization problems. A general description of optimization problems is following:

\[
\min F(s) \tag{1}
\]

\[s \in N^k \text{ and } N^i = \{a_i \leq x_i \leq b_i\} , i = 1, 2, ..., k\]

Where \(F(s)\) is the target function to be minimized, and \(s = [x_1, x_2, ..., x_i]^{T}\), is the solution set. \(a_i\) and \(b_i\) are the boundary values.

The global optimum solution of the target function \(F(s)\) will be calculated by TS algorithm.

In order to improve the algorithm efficiency, SCTS algorithm was proposed. There are three continuous stages and each stage is the standard TS algorithm. Each stage of SCTS algorithm produces a starting point \(s_0\) for next stage to achieve the global optimum efficiently. The main differences among these three stages are the neighborhoods generation rules and the tabu list setting rules. Moreover, the tabu list in
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each stage is independent of each other and is always reset at beginning of each stage.

III. MSCTS Algorithm

The general idea of MSCTS algorithm is similar to SCTS algorithm. MSCTS algorithm also consists of three stages and each stage is based on standard TS algorithm. We try to improve the performance of SCTS algorithm through changing the selection method of neighborhoods, and selection structure and selection range are taken into consideration.

A. The Selection Structure of Neighborhood

The multi-dimensional normal distribution function is proposed to generate neighborhoods in MSCTS algorithm at first and second stage. The center position of normal curve is decided by the mean value. The steep degree of normal curve is decided by the standard deviation. At the same time, the dispersion degree of neighborhoods is reflected by the standard deviation of the normal distribution. In order to ensure that the current optimal solution was the center of neighborhoods, the current optimal solution is set as the mean value of multi-dimensional normal distribution function.

As for N dimension optimal problem, the current optimal solution \( S_0 \) is N dimension vector. The gradient of the current optimal solution can reflect the changing trend of solution. At the same time, the dispersion degree of neighborhoods is reflected by the standard deviation of the normal distribution. The optimization results are archived faster if the current optimal solution is revised differently according to the change at different direction during optimizing, especially in first stage in MSCTS algorithm. So the standard deviation of multi-dimensional normal distribution function is set as the transformed difference vector of \( S_0 \) which is composed of the every dimension differences of objective function at \( S_0 \). The changing trend of the objective function in each dimension will be reflected through the standard deviation vector. The larger the difference of one dimension is, the larger standard deviation of multi-dimensional normal distribution function at this direction is and the greater the possibility of the selected neighborhood objects at this direction far away the current optimal solution is. Actually, the difference vector of \( S_0 \) cannot be set as the standard deviation directly. The difference vector of \( S_0 \) need be transformed.

All in all, at the first and second stage, the neighborhoods of \( S_0 \) will be generated according to the multi-dimensional normal distribution function, whose the mean value is the current optimal solution and whose standard deviation is the transformed difference vector of \( S_0 \).

At third stage, to improve the accuracy of the results, we use fixed step size to select neighborhoods during the one iteration. Every time when a current optimum solution which has not been tabooed is found, the step size will be narrowed at next iteration.

B. The Selection Range at Different Stage

The "3σ principle" is an important characteristic of normal distribution. According to the "3σ principle", we can use the normal distribution function to select the neighborhoods which are able to cover almost the whole selection range. To accelerate algorithm and achieve the global optimum more efficiently, the selection ranges of neighborhood in three stages are set differently in MSCTS algorithm.

In the first stage, the neighborhoods range is the whole solution space so that the optimizing process can go through all the solutions. The approximate scope of optimum solution is fixed after the optimizing at the first stage.

Based on the optimization results of the first stage, the optimization in the second stage can be accelerated by narrowing the selection range of neighborhoods according to the current optimal solution. In the second stage, every time when a current optimum solution which has not been tabooed is found, the selection range will be narrowed. Besides, the optimal solution and its neighborhood selection range will be recorded. The latest optimal solution and its neighborhood selection range will be used in the third stage.

In the third stage, the selection range of neighborhood is fixed.

IV. Parameter Optimization

A. The shrinking ratio of search scope at the second stage (por)

The shrinking ratio of search scope at the second stage (por) is one of important parameters in MSCTS algorithm. To get reasonable por value, we did tests by using \( \text{por} = [0.1, 0.3, 0.5, 0.7, 0.9] \) to determine that. Fig. 1 shows tests results.

From tests results, we choose \( \text{por}=0.1 \) as the shrinking ratio of search scope at the second stage.

Fig. 1 The test results of por optimization
B. The shrinking ratio of step size at the third stage (pp)

The shrinking ratio of step size at the third stage (pp) is also one of important parameters in MSCTS algorithm. To get reasonable pp value, we did tests by using pp=[0.1, 0.3, 0.5, 0.7, 0.9] to determine that, and we have run MSCTS algorithm to times for every pp value. Fig. 2 shows tests results.
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From tests results, we choose pp=0.1 as the shrinking ratio of step size at the third stage.

V. Computational Experiments and Comparative Analysis

To demonstrate the effectiveness of MSCTS algorithm, we have not only done a great number of computational experiments, but also done the comparative analysis between MSCTS algorithm and SCTS algorithm in the convergence, speed, robustness and so on. The archived global optimum must be judged whether it is in the solution space because the neighborhoods are controlled by '3σ principle' in the MSCTS algorithm.

A. The Computational Experiment

In order to test the performance of the MSCTS algorithm, a series of minima functions which were also used in the Ref. [9] were taken as test functions. The results of MSCTS algorithm were compared with those of SCTS algorithm. As for each test function, both algorithms have been run 10 times in once test at the same computer in order to get more reliable results.
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The parameters setting of SCTS and MSCTS are listed in TABLE 1. The parameters of SCTS algorithm are set according to Ref. [9]. In the computational experiment, the performance of optimization algorithm is evaluated by 5 performance indexes which are described in TABLE 2. The experimental results are shown in TABLE 3.

**TABLE 1 Parameter setting**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definitions</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max_count</td>
<td>The maximum iteration times at every stage (for our 9 test functions)</td>
<td>4000</td>
</tr>
<tr>
<td>Max_kk</td>
<td>The maximum iteration times of the current optimum solution without any modification</td>
<td>50</td>
</tr>
<tr>
<td>len</td>
<td>The length of tabu list</td>
<td>5</td>
</tr>
<tr>
<td>num</td>
<td>The number of neighborhoods</td>
<td>5*N</td>
</tr>
<tr>
<td>pp</td>
<td>Shrinking ratio of search scope at the second stage</td>
<td>0.1</td>
</tr>
<tr>
<td>por</td>
<td>Shrinking ratio of step size at the third stage</td>
<td>0.1</td>
</tr>
</tbody>
</table>

**TABLE 2 Performance Evaluating Indexes**

<table>
<thead>
<tr>
<th>Index</th>
<th>Definitions</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max_value</td>
<td>The maximum values selected from results</td>
<td>To evaluate the ability of the algorithm to find the global optimum solution</td>
</tr>
<tr>
<td>Min_value</td>
<td>The minimum values selected from results</td>
<td></td>
</tr>
<tr>
<td>E_relative</td>
<td>The relative error</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>The time that the algorithm running once spent</td>
<td>To evaluate the algorithm speed</td>
</tr>
<tr>
<td>AIT</td>
<td>The actual iteration times of the algorithm</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 3 Experimental data of test function achieved by SCTS and MSCTS algorithm**

<table>
<thead>
<tr>
<th>Function</th>
<th>1*</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Branin</td>
<td>2</td>
<td>0.379</td>
<td>M²</td>
<td>0.3979</td>
<td>0.3979</td>
<td>0</td>
<td>78</td>
</tr>
<tr>
<td>GP</td>
<td>2</td>
<td>3</td>
<td>M</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>374</td>
</tr>
<tr>
<td>Hart.34</td>
<td>3</td>
<td>-3.863</td>
<td>M</td>
<td>-3.863</td>
<td>-3.863</td>
<td>0</td>
<td>837</td>
</tr>
<tr>
<td>Shubert</td>
<td>2</td>
<td>186.73</td>
<td>M</td>
<td>-186.73</td>
<td>-186.73</td>
<td>0</td>
<td>347</td>
</tr>
<tr>
<td>Brown1</td>
<td>20</td>
<td>2</td>
<td>M</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1503</td>
</tr>
<tr>
<td>Brown3</td>
<td>20</td>
<td>0</td>
<td>M</td>
<td>5.27e-119</td>
<td>9.04e-120</td>
<td>3.09e-119</td>
<td>2742</td>
</tr>
<tr>
<td>F5n</td>
<td>20</td>
<td>0</td>
<td>M</td>
<td>9.18e-31</td>
<td>1.93e-31</td>
<td>5.57e-31</td>
<td>992</td>
</tr>
<tr>
<td>F10n</td>
<td>20</td>
<td>0</td>
<td>M</td>
<td>1.31e-4</td>
<td>2.32e-5</td>
<td>7.71e-5</td>
<td>9341</td>
</tr>
<tr>
<td>F15n</td>
<td>20</td>
<td>0</td>
<td>M</td>
<td>1.68e-29</td>
<td>5.46e-31</td>
<td>8.67e-30</td>
<td>833</td>
</tr>
</tbody>
</table>

*1~8: 1 The number of variables. 2 The theoretical solution of test functions. 3 Max_value. 4 Min_value. 5 E_relative. 6 AIT. 7 Time(s).


B. The Analysis of the Results of Computation Experiment

The results of the computation experiment are analyzed in...
terms of the convergence, the speed and the robustness.

- **Convergence**
  
  MSCTS algorithm has better convergence for more complex problems. The convergence of MSCTS algorithm is evaluated by \( \text{Max}_\text{value}, \text{Min}_\text{value} \) and \( E_{\text{relative}} \).

  On the one hand, MSCTS algorithm can get more precise values. From TABLE 3, as for the test functions which have little variables, just like the Branin, Gold price, Shubert and Hartmann34, MSCTS and SCTS algorithm can both achieve the theoretical optimum solution in tests. However, when the number of variable of test function are more, like the Brown1, Brown3, \( F5n \), \( F10n \) and \( F15n \), the calculated optimum solution by MSCTS algorithm is much closer to the theoretical optimum solution than by SCTS algorithm.

  On the other hand, MSCTS algorithm can better be in avoiding the local optimum. A test function is solved by an optimization algorithm, which repeats many times. The optimization algorithm is trapped by the local optimum if almost function values with the calculated optimization solution are same, and not the theoretical optimum value. However, if the calculated optimum values of the test function with little variables near the theoretical optimum value can be achieved, there is little possibility that algorithm is trapped by the local optimum.

- **Speed**
  
  MSCTS algorithm can quickly solve all test functions. AIT and Time are used to evaluate the speed of these algorithms. From TABLE 3, for the same test function, the number of actual iteration times of MSCTS algorithm is 3 to 17 times as many as that of SCTS algorithm. Especially for Shubert which has many sharp peaks, the number of actual iteration times of MSCTS algorithm is 17 times as many as that of SCTS algorithm. The runtime of MSCTS algorithm is 3 to 9 times as many as that of SCTS algorithm. The larger the number of variables in test function can be resolved rapidly by MSCTS algorithm, which is a great improvement of MSCTS algorithm.

- **Robustness**
  
  MSCTS algorithm can be applied in many fields than SCTS algorithm. The practicability of the MSCTS algorithm can also be described by \( E_{\text{relative}} \). According to TABLE 3, SCTS algorithm cannot resolve the more complicated functions (like Brown3, \( F5n \), \( F10n \) and \( F15n \)). However, little \( E_{\text{relative}} \) values were gotten by MSCTS algorithm. MSCTS algorithm can deal with practical problems in science and engineering efficiently.

**VI. Conclusion**

In order to improve the convergence, speed and robustness of SCTS algorithm, MSCTS algorithm is proposed and modified at neighborhoods selection and setting range. The multidimensional normal distribution function is used to instruct the generation of the neighborhoods. The current optimal solution is taken as the mean value and the difference vector of the objective function as the standard deviation in the multidimensional normal distribution function.

The performance of MSCTS and SCTS algorithm are tested by 9 typical test functions respectively which results are contrasted and evaluated by 5 performance indexes. There are several conclusions based on the results and analysis.

It not only improves the convergence and robustness of MSCTS algorithm, but also the application range is expanded wildly because the neighborhood selection is guided by the change of the objective function at the current optimal solution. MSCTS algorithm works very well especially for complicated problem.

Due to different setting of neighborhood range at different stages, the calculating speed of MSCTS algorithm increase remarkably. The fastest optimizing speed of MSCTS algorithm can be improved to 17 times.

The problem of MSCTS algorithm is that the found optimum solution may go beyond solution space because the neighborhood selection is based on “3σ principle” of multidimensional normal distribution. In order to ensure the effectiveness of the optimum solution, the location of optimum solution should be judged by Point location in MSCTS algorithm.
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