Abstract

The proposed paper aims in evaluating the performance of H.264/MPEG-4 part 10, “Advanced Video Coding” standard using CABAC entropy coding for compression of different types of images. The performance evaluation is based on the metrics such as compression ratio and PSNR at different bits per pixel (Bpp). The different types of images used to test the performance of the proposed system are compound image, text image, natural image and computer generated image. The proposed system has been simulated in matlab simulink environment. It is observed that the H.264AVC using CABAC entropy coding is very efficient in compressing compound images with higher compression ratio and PSNR compared to other types of images at high bitrates.

Keywords: H.264/AVC, CABAC, Compound image, Daubechies Wavelet Transform.
users. H.264 also has the flexibility to support a wide variety of applications with very different bit rate requirements. H.264/ MPEG-4 AVC can be used in compressing images [1]. Many researches pertaining to image compression have been noticed but the need for compound image compression patrols the need of the hour. Compound images occupy larger size compared to natural images and have images, text and graphics in them. Thus it provides a greater challenge to compress them effectively. Moreover H.264 is a well known video coding standard and for the first time it’s being used to compress compound images by the use of context adaptive base arithmetic coding (CABAC). There is the memory constraint of storage of the compound images which has given the idea for compressing them and using it for later use.

II. WHAT IS CABAC?

The Joint Video Team (JVT) of ISO/IEC MPEG and ITU-T VCEG are finalizing a new standard for the coding (compression) of natural video images. The new standard will be known as H.264 and also MPEG-4 Part 10, “AVC”. The standard specifies two types of entropy coding: Context-based Adaptive Binary Arithmetic Coding (CABAC) and Variable-Length Coding (VLC). Context adaptive binary arithmetic coding is a form of entropy coding used in H.264/MPEG4 AVC video encoding. It is notable for providing much better compression than most other encoding algorithms and is one of the primary advantages of the H.264 AVC encoding scheme [2]. It is a lossless compression technique. The design of CABAC is in the spirit of our work. To circumvent the drawbacks of the known entropy coding schemes for image compression, we combine an adaptive binary arithmetic coding technique with a well-designed set of context models. Guided by the principle of alphabet reduction, an additional binarization stage is employed for all non-binary valued symbols.

III. CABAC FRAMEWORK

The CABAC encoding process consists of at most, four elementary steps:

1. **Binarization**: CABAC uses Binary Arithmetic Coding which means that only binary decisions (1 or 0) are encoded. A non-binary-valued symbol (e.g. a transform coefficient or motion vector) is “binarized” or converted into a binary code prior to arithmetic coding. This process is similar to the process of converting a data symbol into a variable length code but the binary code is further encoded (by the arithmetic coder) prior to transmission. Stages 2, 3 and 4 are repeated for each bit (or “bin”) of the binarized symbol.

2. **Context model selection**: A “context model” is a probability model for one or more bins of the binarized symbol. This model may be chosen from a selection of available models depending on the statistics of recently-coded data symbols. The context model stores the probability of each bin being “1” or “0”.

3. **Arithmetic encoding**: An arithmetic coder encodes each bin according to the selected probability model. Note that there are just two sub-ranges for each bin (corresponding to “0” and “1”).

4. **Probability update**: The selected context model is updated based on the actual coded value (e.g. if the bin value was “1”, the frequency count of “1”s is increased). The data flow diagram of the proposed system is shown in Fig.1.
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**Fig.1. Data flow diagram**

IV. IMAGE COMPRESSION SCHEME

The input image is first converted to grayscale and processed. Discrete Wavelet Transform is applied to the grayscale image and the values are transformed to wavelet domain. After transform, Context Adaptive Base Arithmetic Coding (CABAC) is applied and it is encoded and decoded suitably. The decoded pixel array values are now compared with the input pixel array values and then the difference is computed as the Mean Scalar Error.
(MSE) and the peak signal to noise ratio (PSNR) is evaluated for various bits per pixel values. Finally, based on the compression ratio obtained we evaluate the performance and conclude on the efficiency of this scheme. The entire block diagram of the image compression scheme is shown in Fig.2. Programming and developing the proposed compression scheme is faster with MATLAB than with traditional languages because MATLAB supports interactive development without the need to perform low-level administrative tasks, such as declaring variables and allocating memory.

Fig.2. Image compression scheme

V. DISCRETE WAVELET TRANSFORM

The Discrete wavelet transform is a powerful tool for processing signals. Daubechies wavelet is a wavelet used to convolve image data. The wavelets can be orthogonal, when the scaling functions have the same number of coefficients as the wavelet functions, or biorthogonal, when the number of coefficients differs. The JPEG 2000 compression standard uses the biorthogonal Daubechies 5/3 wavelet (also called the LeGall 5/3 wavelet) for lossless compression and the Daubechies 9/7 (also known as the Cohen-Daubechies-Fauraue 9/7 or the "CDF 9/7") for lossy compression [3]. Daubechies 9/7 is used in our proposed compression scheme. In general Daubechies wavelet has extremal phase and highest number of vanishing moments for defined support width. The wavelet is also easy to put into practice with minimum-phase filters. This wavelet is often also called the CDF 9/7 wavelet (where 9 and 7 denote the number of filter tap s). There are several ways wavelet transforms can decompose a signal into various sub bands. These include uniform, octave-band and adaptive or wavelet packet decomposition. Out of these, octave-band decomposition is the most widely used [4]. The decomposition of the signal into different frequency bands is simply obtained by successive high pass and low pass filtering of the time domain signal as shown in Fig.3. This filter pair is called the analysis filter pair. First, the low pass filter is applied for each row of data, thereby getting the low frequency components of the row. But since the low pass filter is a half band filter, the output data contains frequencies only in the first half of the original frequency range. They are down-sampled by two, so that the output data contains only half the original number of samples. Now, the high pass filter is applied for the same row of data, and similarly the high pass components are separated [5].

Fig.3. Decomposing signals into sub-bands

IM-Image, HD-Horizontal Decomposition, HS- Horizontal Scaling, VW- Vertical Wavelet, VS-Vertical Scaling

The output obtained from DWT is the decomposed image vector(C) and the book-keeping matrix(S).

\[ C = [a(n), h(n), v(n), d(n), h(n-1), v(1), d(1)] \]

where a, h, v and d are columnwise vectors containing approximation, horizontal, vertical and diagonal coefficient matrices, respectively. C has \(3n+1\) entries where \(n\) is the number of wavelet decompositions. S is an \((n+1)2\times 2\) bookkeeping matrix:

\[ S = \begin{bmatrix} a(n) & a(n) & a(n-1) & \ldots & a(1) & b(1) & b(2) & \ldots & b(n) \end{bmatrix} \]
The equations for Daubechies wavelet is given by,

\[ b(z) = h_2(z^2 + z^{-2}) + h_0(z + z^{-1}) + h_0 \]
\[ g(z) = \alpha(z^2 + z^{-2}) + \alpha_2(z + z^{-1}) + \alpha_2 \]
\[ h(z) = h_3(z^2 + z^{-2}) + h_2(z + z^{-1}) + h_2 \]
\[ \Psi = \beta(z^2 + z^{-2}) + \beta_0(z + z^{-1}) + \beta_0 \]

The filters for lifting scheme implementation are,

\[ \rho(z) = a(z + 1) \]
\[ \omega(z) = \beta(z + z^{-1}) \]
\[ \rho(z) = \gamma(z + 1) \]
\[ \omega(z) = \delta(z + z^{-1}) \]

with scale factors \( K_1 = \zeta \) and \( K_2 = 1/\zeta \) where

\[ n_1 = h_2 - 2h_0 \]
\[ n_0 = h_2 \]
\[ n_2 = h_3 - h_2 \]
\[ n_0 = r_1 \]
\[ n_1 = r_0 - 2r_1 \]
\[ \alpha = \frac{h_2}{h_0} = -1.596 \quad 134 \quad 342 \quad 060 \]
\[ \beta = \frac{h_2}{h_0} = -0.052 \quad 580 \quad 138 \quad 573 \]
\[ \gamma = \frac{r_1}{r_0} = 0.052 \quad 581 \quad 075 \quad 521 \]
\[ \delta = \frac{r_0}{r_1} = 0.412 \quad 506 \quad 832 \quad 044 \]
\[ \zeta = \frac{h_2}{h_0} = 1.049 \quad 604 \quad 398 \quad 060 \]

VI. EXPERIMENTAL RESULTS

A. PERFORMANCE METRICS

The compression ratio can be measured as the ratio of the number of bits required to represent the image before compression to the number of bits required to represent the same image after compression and is given by the formula,

\[ \text{Compression ratio} = \frac{\text{size of original image}}{\text{size of compressed image}} \]

From the above equation, it is obvious that as the compression ratio increases the compression technique employed is more effective [2]. PSNR is often used as a quality measurement between the original and a compressed image. The higher the PSNR, the better the quality of the compressed or reconstructed image. To compute the PSNR, the mean square error (MSE) is calculated. Most image compression systems are designed to minimize the mean square error between two image sequences \( \Psi_1 \) and \( \Psi_2 \), which is defined as

\[ \text{MSE} = \sigma^2 = \frac{1}{N} \sum_{x,y} \sum_{t} \left( \Psi_1(x, y, t) - \Psi_2(x, y, t) \right)^2 \]

The **peak-signal-to-noise ratio (PSNR)** in decibel (dB) is more often used as a quality measure in image coding, which is defined as

\[ \text{PSNR} = 20 \log_{10} \frac{255}{\text{MSE}} \]

After calculating the PSNR and compression ratio for different types of images, a performance analysis is done to effectively compute the process and substantially explain the insight behind the approach.

B. TEST IMAGES

The different types of images such as Natural image, Text image, Desktop image and Compound image as shown in Fig.4 were used to test the performance of the proposed system based on the metrics compression ratio and PSNR at different bits per pixel (Bpp).

C. NUMERICAL RESULTS

The Table.1 given below shows the comparison of compression ratio and PSNR for different types of images for the proposed system at different bits per pixel (Bpp).
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![Fig.4 Test Images](image)
**Table 1** Inference table depicting the performance of the proposed system for different types of images

<table>
<thead>
<tr>
<th>S.No</th>
<th>Input Image</th>
<th>*Bpp=0.8</th>
<th>*Bpp=1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Compression ratio</td>
<td>PSNR (dB)</td>
<td>Compression ratio</td>
</tr>
<tr>
<td>1.</td>
<td>Natural Image</td>
<td>3.46:1</td>
<td>36.75:1</td>
</tr>
<tr>
<td>2.</td>
<td>Compound Image</td>
<td>4.85:1</td>
<td>42.86:1</td>
</tr>
<tr>
<td>3.</td>
<td>Text Image</td>
<td>1.65:1</td>
<td>21.85:1</td>
</tr>
<tr>
<td>4.</td>
<td>Desktop Image</td>
<td>2.14:1</td>
<td>41.75:1</td>
</tr>
</tbody>
</table>

*Bpp – Bits per pixel
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Fig. 5 Visual quality of the different types of test images under the proposed system for Bpp=1
Fig. 6 Visual quality of the different types of test images under the proposed system for Bpp=0.8