Optimal Boundary SVM Incremental Learning Algorithm
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Abstract—Support vectors (SVs) can’t be selected completely in support vector machine (SVM) incremental, resulting incremental learning process can’t be sustained. In order to solve this problem, the article proposes optimal boundary SVM incremental learning algorithm. Based on in-depth analysis of the trend of the classification surface and make use of the KKT conditions, selecting the border of the vectors include the support vectors to participate SVM incremental learning. The experiment shows that the algorithm can be completely covered the support vectors and have the identical result with the classic support vector machine, it also saves lots of time. Therefore it can provide the conditions for future large sample classification and incremental learning sustainability.
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I. INTRODUCTION

SVM is a new machine learning algorithm which has been widely used in various fields[1]. Due to the dynamically increasing of training samples it usually needs incremental learning when SVM is adopted as the recognition tool. The classical SVM theory does not have incremental learning ability, while the support vector’s theoretical provides good conditions for the incremental learning algorithm [2]. Thus, according to the SVM learning algorithm, researchers were engaged in the study of SVM[3] which has been used in practical application fields[4].

The key point of incremental learning is how to guarantee the accuracy[5] while increasing the training speed[6]. To get the best result, top priority is how to select the boundary vectors set which is minimal and could cover all the SVs. In this paper, a new incremental learning algorithm is presented. Combine KKT with SVM algorithm, we are able to greatly improve the judge speed and guarantee the accuracy at the same time.

II. THE BASIC PRINCIPLE OF INCREMENTAL LEARNING ALGORITHM

A. Incremental Learning Process and KKT Conditions

a. Incremental learning process

Figure 1 shows the process of the classical SVM when additional samples are added to the original samples. This procedure can be highly time-consuming as the whole samples must re-learn every time. If the sample number exceeds the learning number, SVM fails. Figure 2 illustrates the process of incremental learning, which solves this problem by making full use of the original training sample information. Rule setting of incremental learning directly affects the selection of samples and the generation of decision surface, and significantly affects the classification results.

Keywords— support vector machine; incremental learning; KKT condition

b. KKT conditions

α is the Lagrange multiplier when realizing quadratic optimization for SVM, the SVM quadratic programming problem will be solvable only when each α meets the KKT conditions (equation (1)).

\[
\begin{align*}
\alpha_i &= 0 \rightarrow f(x_i) > 0 \\
0 < \alpha_i < C \rightarrow |f(x_i)| = 1 \\
\alpha_i = C \rightarrow |f(x_i)| < 0
\end{align*}
\]

Equation \( f(x) = 0 \) represents classification surface and \( f(x) = \pm 1 \) stands for the boundary of classification interval. Condition \( \alpha = 0 \) means the samples distributed out of the SVM classification interval, boundary \( 0 < \alpha < C \) illustrates the samples located on the SVM classification interval while \( \alpha = C \) identifies the samples located within the SVM classification interval.

B. Basic Properties

Following theorems can be derived from former papers addressing SVM.

Theorem 1 Support vectors must be the border vectors while border vectors are not necessarily support vectors [1].

Theorem 2 If new samples violate the KKT conditions, there must be part of or all of the new samples become the support vectors. If the KKT conditions are satisfied, the new decision surface is as same as the old one[7].

Theorem 3 If new samples violate the KKT conditions, there must be part of or all of the original samples which are not support vectors transforming into new support vectors[7].
Theorem 4 If new samples violate the KKT conditions, there may be part of the new samples which satisfy the KKT conditions are transformed into new support vectors[8].

III. PROCEDURE AND ANALYSIS OF INCREMENTAL LEARNING

A. Construction of Boundary Vectors

According to Theorem 2, 3 and 4 in chapter 1.2, we can easily find that the boundary vectors are consisted of the SVs of original classification surface; vectors violate the KKT conditions; part of the non-SVs of original samples and part of vectors of the new samples. It is easy to obtain former two parts. Thus, the key to the selection of boundary vectors is how to find the samples which may be transformed into the new SVs from the original samples and new samples, meanwhile we should make the sample set as small as possible.

B. Analysis of Criteria Selection

For SVM, boundary vectors represent the samples at the surface of two types of samples. Existing research methods to the selection of boundary points usually take advantage of the relationship between the samples and SVM optimal hyper-plane or spherical plane.

When judging by spherical plane, the rule to choose samples is based on the distance between the samples and the dot[9,10]. However, due to the geometry of spherical, some of the obvious non-boundary samples become the object of the training.

Using optimal hyper-plane boundary to select can take full advantage of the training results of the original sample hyper-plane. Thus, former training time will not be wasted. It is a good starting point boundary vector selection.

C. Training Times Setting

Theorem 2 shows that when new samples come, samples against the KKT conditions will impact original classification surface. However, different kinds of new samples have different effects. Such as new samples shown in Figure 3, the optimal hyper-plane newly generated after training becomes a larger pan compared to the original plane.

So when choosing boundary vectors, it will have a good result if we choose the samples close to original sample classification surface. Such as new samples shown in Figure 4, the optimal hyper-plane newly generated after training becomes offset compared to the original plane. So when choosing boundary vectors, samples such as a b should be selected. It is well worth training a few samples and analyzing the effect of the newly added samples to the plane. However, due to the high complexity of solving quadratic optimization problems, we should try to avoid too much useless training. Therefore, besides the final training, pre-training incremental learning method is more reasonable.

IV. OPTIMAL BOUNDARY INCREMENTAL LEARNING ALGORITHM

A. The Reasoning of Incremental Learning Algorithm

Reasoning 1 When new samples occur, the sum of the penalty factor of the new samples to the final decision surface must be smaller than it of the original decision surface.

Proof: The decision surface is based on formula \( \min \sum_{i=1}^{m} \alpha_i \gamma_i \sum_{j=1}^{n} e_j \). When new samples enter, the formula to the original decision surface will be \( \sum_{i=1}^{m} \alpha_i \gamma_i \sum_{j=1}^{n} e_j + \sum_{i=m+1}^{m+n} e_i \), here \( \sum_{i=m+1}^{m+n} e_i \) represents the sum of the penalty factor to new samples. After training, \( \sum_{i=1}^{m} \alpha_i \gamma_i \sum_{j=1}^{n} e_j + \sum_{i=m+1}^{m+n} e_i \) will be the minimal one of various decision surfaces of the new decision surfaces, \( \sum_{i=1}^{m} \alpha_i \gamma_i \sum_{j=1}^{n} e_j + \sum_{i=m+1}^{m+n} e_i \leq \sum_{i=1}^{m} \alpha_i \gamma_i \sum_{j=1}^{n} e_j + \sum_{i=m+1}^{m+n} e_i \). Similarly, we find that in the original decision surface: \( \sum_{i=1}^{m} \alpha_i \gamma_i \sum_{j=1}^{n} e_j \leq \sum_{i=m+1}^{m+n} e_i \), then it can be obtained by two equations above: \( \sum_{i=m+1}^{m+n} e_i = \sum_{i=m+1}^{m+n} e_i \).
**Reasoning 2** If sample B consists of two parts: A and samples which are out of two classification surfaces, training sample A and sample B will be exactly the same.

Proof: B consists of two parts, set A and set C which is out of two classification surface. While training B we can train A firstly and regard C as the additional samples. After training set A, decision surface will be generated. When C adding to A, as is known from Theorem 2 if the KKT conditions are satisfied, the new decision surface is as same as the old one, thus the decision surface of the A and B are the same.

**B. Optimal Boundary Incremental Learning Algorithm**

The processing of optimal boundary incremental learning algorithm is given below:

1. Take new samples to the KKT conditions for detection.
2. If all the samples satisfy the conditions, then output the original decision surface L1.
3. Otherwise the samples which violate the conditions join the original support vectors set A, then re-training A to generate a new decision-making surface L2.
4. Take all samples into decision surface L2, verify if they satisfy the KKT conditions.
5. If all the samples meet the condition, then output decision surface L2.
6. Otherwise the samples B which do not meet the conditions join into set C, and train C to get final decision surface L3.

Whether set C contains all support vectors will be deduced as follows, however, due to the complexity of solving quadratic optimization problem, part of the process cannot be completely deduced mathematically.

First we prove that if the samples in the region C' generates the classification surface L3 within the region C', and set C must contains all the necessary support vectors.

Proof: As total training samples expect some in the C' are located out of L3, they are satisfied with KKT conditions whose classification surface is L3. According to reasoning 2, L3 is the classification surface generated by the total samples. Classification surface generated by total samples can’t exceed the region C’, which means set C contains all the support vectors.

Training set C can be regarded as training samples in area A’ and D firstly and then adding samples in area B’. Reasoning 1 shows that the sum of the new samples’ penalty factor of the final decision surface must be smaller. So after final training classification surface will learn to area B’ at the same time. Theorem 2 shows that if some new samples violate the KKT conditions, new samples must have part or all of the samples as support vectors of the final decision surface. So in area B’ the final classification surface will not exceed the original classification surface. And through the first training and reasoning 1, we can deduce that the sum of the new samples’ penalty factor get smaller, so L3 will lean to L2. At the same time due to the additional samples, the number of the penalty factor increases, as the consequence the classification surface will lift. In summary, support vector classification surface will located as showed in the figure 3.

**V. EXPERIMENTAL SIMULATIONS**

**A. Experiments and Results**

Experiments were based on Matlab by taking the standard UCI data sets as samples, using the Rbfsvc and Svmtest M files of the SVM toolbox as the function of training and testing samples, and recording the test time with the code ‘tic and toc’. During incremental learning it choused the experimental samples set of iris, glass, heart disease, where gamma = 8.4, C = 150. Table 1 gives the experimental results. To verify the ability of the algorithm on selecting SVs in the lower correct rate samples, we adopted the Glass (2-4) as the Eigenvectors to reduce the accuracy. Table 2 represents the dynamic incremental learning research by dividing the 1500 new samples of heart disease into three parts, and each part 500 samples. The comparative experiment between the MSPDISVM algorithm proposed in literature [11] and the SVM algorithm training was shown the completeness and the performance of the support vector.

<table>
<thead>
<tr>
<th>Sample set</th>
<th>Added samples</th>
<th>Accuracy (%)</th>
<th>Test Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM OBSVM</td>
<td>MSPDISVM</td>
<td>SVM OBSVM</td>
<td>MSPDISVM</td>
</tr>
<tr>
<td>Glass</td>
<td>98</td>
<td>14</td>
<td>97.14</td>
</tr>
<tr>
<td>Glass(2-4)</td>
<td>98</td>
<td>14</td>
<td>84.29</td>
</tr>
<tr>
<td>Heart disease</td>
<td>2133</td>
<td>331</td>
<td>98</td>
</tr>
<tr>
<td>Iris</td>
<td>40</td>
<td>40</td>
<td>99</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Initial sample</th>
<th>Each incremental</th>
<th>Original accuracy</th>
<th>Once accuracy</th>
<th>Twice accurate</th>
<th>Thrice accurate</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>800</td>
<td>500</td>
<td>86.54%</td>
<td>90.23%</td>
<td>95.83%</td>
<td>97.21%</td>
</tr>
<tr>
<td>OBSVM</td>
<td>800</td>
<td>500</td>
<td>86.54%</td>
<td>90.23%</td>
<td>95.83%</td>
<td>97.21%</td>
</tr>
<tr>
<td>MSPDISVM</td>
<td>800</td>
<td>500</td>
<td>86.54%</td>
<td>89.70%</td>
<td>92.37%</td>
<td>94.56%</td>
</tr>
</tbody>
</table>
Figures 5 shows the changes of the decision surface of Glass (2-4).

B. Analysis of Experiment Results

As can be seen by the accuracy of table 1 and the shape of the decision surface of Figure 5, the optimal boundary incremental learning algorithm contained all the support vectors without decreasing accuracy, and reducing the test time at the same time, especially for the large samples. Compared with the traditional incremental learning algorithm, the training time of the new method is longer when it needs training twice, however, no matter what the samples are, it can ensure the accuracy. For the completeness of the support vector, the classification surfaces are generated with no deviation, in other words, the results have high accuracy in each time. Furthermore, there is no error accumulation in the new method. As shown in Table 2, the performance of this method has little decline after incremental learning repeatedly, which highlights the significance of the incremental learning.

VI. CONCLUSION

Optimal boundary SVM incremental learning algorithm is presented in this paper. By making full use of the KKT conditions, the algorithm reduced the training scale. The experiments results shows that the optimal boundary SVM incremental learning algorithm could select the support vectors completely, and guarantee the accuracy of the training, improve the training speed at the same time. For selecting SV completely, it maintains the generalization ability of SVM, and can be used in ultra-large-scale SVM training.
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