Real-Time 3D Hand Tracking from Depth Images
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Abstract. In this paper, we propose a depth image based real-time 3D hand tracking method. Our method is based on the fact that human hand is an end point of human body. Therefore, we locate human hand by finding the end point from a predicted position of hand based on the hand position of the previous frame. We iteratively grow a region around the predicted position. The end point on the major axis of the region which stops moving with region growing is selected as the final position of human hand. Experiments on Microsoft Kinect for Xbox captured sequences show the effectiveness and efficiency of our proposed method.

Introduction

Human-computer interaction (HCI) technology is an active and important research topic which attracts interest from various research areas, including computing power, various sensors, and display techniques [1]. The movements of human hands are useful information for HCI. Compared with traditional point input device such as mouse, controlling with human hand is much more naturally, especially for gaming. As a non-verbal communication modality, human hand motion is a promising HCI approach because of its ability to interaction at a distance [2]. To capture the movements of human hand, tracking algorithms play a very important role in hand motion based HCI systems. Currently, various kinds of sensors are used in HCI systems, e.g., special gloves which are directly attached to hand, color cameras etc. [3-4]. Since special gloves are intrusive, their application scenarios are limited. On the other hand, hand tracking from a non-intrusive camera is more natural for users. Various color histogram based [5-6] and template based [7] hand tracking algorithm have been proposed. However, all these methods are working in 2D space. Since hand movements generally occur in 3D space, 2D based methods are not robust enough for real applications. However, obtaining 3D information using 2D cameras are not robust and computing intensive. Traditional 3D scanner are slow and expensive thus not suitable for ordinary applications. Recently, 3D cameras are becoming cheaper and faster. Many companies (e.g. Microsoft, PrimeSense [8] etc) have launched their 3D cameras which can capture depth information as well as RGB color information. These affordable and fast cameras open a door for researchers to design new algorithms for hand motion based HCI. For example, Breuer et al. [9] used an infra-red ToF camera to create a near real-time gesture recognition system. Grest et al. [10] proposed a human motion tracking method using a combination of depth and silhouette information.

In this paper, we propose a novel real-time 3D hand tracking method in depth space using Microsoft Xbox Kinect camera. Our method is based on the fact that human hand is an end point of the full hand body. Therefore, we design a segmentation based algorithm to locate a hand from a predicted position of hand. By iteratively growing a region around the predicted position, we observe two end points along the major axis of the region. The one which stops moving with region growing is selected as the final position of human hand. We implemented the algorithm on a Microsoft Kinect for Xbox based HCI system, our algorithms are robust (ready for real-world applications) and efficient (fast enough for make real-time systems).
Proposed method

The whole tracking system is composed by three major components: a motion prediction module, an end point localization module and a failure detection module. Figure 1 illustrates the flow chart of our proposed system. A typical use case of the system can be described as follow: An external hand detection system detect a focus hand gesture and get the initial position of the hand. Then, the tracking system is initialized using the initial hand position. Then, for each new frame, the motion prediction module predicts a hand position. The predicted position is just a rough guess of the actual hand position. It may be the exact correct position of the end point of hand (e.g. palm), but it will located at a point near the correct point (e.g. arm) in 3D space. Then, the end point localization module locates the end point of hand using the predicted hand position as input. Finally, the failure detection module checks the hand position obtained to see whether it makes any sense. If the obtained position doesn’t make any sense at all (e.g. too far from the hand position at the previous frame), the tracking system is restarted and ready for initialization. Otherwise, the tracking system updated the current and previous hand position and step to the next frame.

**Hand position prediction.**  The motion prediction module is a top-down process dealing with the dynamics of the tracked hand point. It models the prior of hand motion. To be precise, the motion prediction module predicts the hand position of the current frame using the hand position of the previous frame. It can be formulated as

\[ x_t = f(x_{t-1}) \]  

Where \( x_t \) is the hand position of the \( t \)th frame. The most abstract formulation of the motion prediction module is through the state space approach for modeling discrete-time dynamic systems, such as Kalman Filter. Because 3D depth information is much more discriminative than traditional RGB color information, simple motion model can be used instead of computing intensive sophisticated model. In our implementation, we employ a much simpler model: we convert the depth image into a 3D point cloud and find a point with smallest distance to the hand position of the previous frame in the 3D space. In our experiments, such a simple model shows results which are robust enough for real-world applications.

**End point localization.**  The end point localization module is a bottom-up process which copes with the changes in the appearance of the tracked hand point. It models the prior of hand shape. Since the shape of human hand is a rigid stick with one end point (another end is connected with human body), we localize human hand by finding the end point from a rough guess of the hand position. We propose an iterative point cloud segmentation based end point localization algorithm:

1) Firstly, we segment out a region around the predicted point in 3D space with radius R.
Then, we calculate the major axes using principal component analysis on the points which are segmented out and store the two end point $x_1$ and $x_2$ of the region segmented out along the major axes.

Next, we grow the region segmented by re-segment with a larger radius $R' = R + r$;

Next, we compare the new end points of the grown region along the same major axes obtained by 2) with the old end points obtained by 2). If one of the end point is the same as its old counterpart, then the end point is returned as the hand position; else if $R' > R_{\text{max}}$, return the end point which is closer to the predicted point; else goto 3).

Failure detection. Failure detection module imposes constraints on the motion and shape of human hand. We decide a failure is occurred (i.e. the hand is lost by the tracker) while three constraints are met: 1) the velocity of the hand moving are too high (e.g. 50cm/second which makes no sense). 2) the ratio between largest and second largest eigen value of the segmented points is too small, which means the segmented region does not look like a stick.

Experimental results

We run our system on a personal computer with Microsoft Kinect for Xbox. Figure 3 show some results of the system, which is promising for practical applications. Moreover, our unoptimized Matlab code process 20 frames per second on a notebook with Core 2-Duo 2.4G Hz CPU and 2GB
memory. Note that the Kinect sensor captures 30 frames per second. We believe that a C++ version of the algorithm will achieve 30 fps.

References


