Application and Optimization of Image Fuzzy Control Algorithm based on Gaussian Blur in TensorFlow Training
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Abstract. When training a convolutional neural network that can interpret picture ambiguity, a large number of pictures with different ambiguities are needed as a training set. This paper introduces a method to adjust the image ambiguity by adjusting the parameters in the Gaussian fuzzy algorithm. Finally, the convolutional neural network training based on TensorFlow migration learning is completed, and the ambiguity judgment of the image is realized, and the optimization effect of the fuzzy control algorithm is verified.
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1. Introduction

Gaussian blur is a widely used technique in image processing and is commonly used to reduce image noise to reduce the level of detail. It is actually a low-pass filter. For the image, it is passed in the low-frequency part, and it is filtered for the high-frequency part, and then the details such as the edge of the image are blurred. By adjusting the parameters in the Gaussian blur to change the ambiguity, a set of images with different ambiguities can be created to provide data for the training of the convolutional neural network.

2. Selection of Fuzzy Algorithm

In order to train the convolutional neural network, a model that can determine the ambiguity of the image is obtained, and a large number of images with different degrees of blurring are required as the training set. Therefore, we need to choose a fuzzy algorithm, which can control the ambiguity of the picture flexibly and conveniently, and highly reduce the blurring of photos caused by camera shake or focus failure in real life.

2.1 Mean Blur

The mean blur algorithm uses a method in which each pixel is set to the average of the surrounding pixels. The "intermediate point" takes the average of the "around points", which is a kind of "smoothing" in numerical value. On the graph, it is equivalent to producing a "fuzzy" effect, and the "intermediate point" loses detail. From the algorithm point of view, the mean blur speed is fast, but the edge details of the picture are not soft.

2.2 Gaussian Blur

If you use a simple average, it is obviously not very reasonable, because the images are continuous, the closer the point is, the closer the relationship is, and the farther away the point is, the more distant the relationship is. Therefore, the weighted average is more reasonable, the closer the distance is, the greater the weight, and the farther the distance is, the smaller the weight is. From the algorithm point of view, Gaussian blur is closer to the blur effect produced in real life, but the speed is slower.

In summary, the choice of Gaussian fuzzy algorithm can restore the fuzzy height generated in real life, which is a better training sample.
3. Gaussian Blur of Image

From a mathematical point of view, the Gaussian blurring process of an image is that the image is convolved with a normal distribution. Since the normal distribution is also called Gaussian distribution, this fuzzy algorithm is called Gaussian blur. Since the Fourier transform of the Gaussian function is another Gaussian function, Gaussian blur is the effect of the low-pass filter for the image.

3.1 Gaussian Function

Gaussian blur is an image blur filter that computes the transformation of each pixel in an image using a normal distribution. The N-dimensional space normal distribution equation is:

\[ G(r, \sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-r^2/(2\sigma^2)} \]  

Defined in 2D space as:

\[ G(x, y, \sigma) = \frac{1}{2\pi\sigma^2} e^{-(x^2+y^2)/(2\sigma^2)} \]  

Gaussian blur is defined as the convolution of the image with the Gaussian distribution:

\[ L(x, y, \sigma) = G(x, y, \sigma) \times I(x, y) \]  

In two-dimensional space, the contour of the surface generated by this formula is a concentric circle that is normally distributed from the center, and its distribution curve is shown in the figure.

![Two-dimensional normal distribution curve.](image)

A convolution matrix composed of pixels whose distribution is not zero is transformed with the original image. The value of each pixel is a weighted average of surrounding neighboring pixel values. The value of the original pixel has the largest Gaussian distribution value, so there is the largest weight. The adjacent pixels are getting farther and farther away from the original pixel, and their weights are getting smaller and smaller.

3.2 Weight Matrix

Filtering is a basic method of processing an image, and a filter is a convolution kernel. The calculation matrix is the key to Gaussian blur.
The matrix in the figure is a two-dimensional original pixel matrix, a two-dimensional image filtering matrix, and a final filtered new pixel map. For each pixel of the original image, the scores of its domain pixels and the corresponding elements of the filter matrix are calculated, and then added up as the value of the current center pixel position, thus completing the filtering process.

According to the Gaussian function, the weight of each coordinate point of the matrix around the center point is calculated. The value of $\sigma$ and the radius of the matrix need to be determined, assuming $\sigma$ is 1.5 and the matrix radius is 1.

Assuming the coordinates of the center point are (0,0), the coordinates of the 8 points closest to it are as follows:

<table>
<thead>
<tr>
<th>(-1,1)</th>
<th>(0,1)</th>
<th>(1,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-1,0)</td>
<td>(0,0)</td>
<td>(1,0)</td>
</tr>
<tr>
<td>(-1,-1)</td>
<td>(0,-1)</td>
<td>(1,-1)</td>
</tr>
</tbody>
</table>

Farther points and so on.

In order to calculate the weight matrix, it is necessary to set the value of $\sigma$. Assuming $\sigma = 1.5$, the weight matrix with a blur radius of 1 is as follows:

<table>
<thead>
<tr>
<th>0.04535</th>
<th>0.05664</th>
<th>0.04535</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05664</td>
<td>0.07073</td>
<td>0.05664</td>
</tr>
<tr>
<td>0.04535</td>
<td>0.05664</td>
<td>0.04535</td>
</tr>
</tbody>
</table>

After the weight matrix is obtained, the sum of the pixel values of each point multiplied by the weight value is the new pixel value of the center point.

4. Optimization of Ambiguity Control Algorithm

According to the formula, the change of ambiguity can be controlled by adjusting two parameters: (1) size is the radius of the matrix, the larger the size, the higher the ambiguity, the slower the processing speed. (2) The larger the standard deviation $\sigma$, the blur the higher the degree, the less obvious the effect, and the ambiguity of the change without changing the radius is large.

4.1 Setting of $\Sigma$ Value

As shown in the figure, the normal distribution is a bell-shaped curve on the graph. The closer the value is to the center, the smaller the value is from the center. When calculating the average value, we only need to use the "center point" as the origin, and other points according to their position on the normal curve, we can assign a weight to get a weighted average. However, in the experiment, it
was found that when the size increased to close to 3σ, the increase of the image ambiguity became less obvious and could not meet the requirements of the training data.

Referring to the normal distribution curve, you can know the points other than the 3σ distance, and the weight is negligible. The reverse push shows that when the blur radius is r, taking σ as r/3 is a suitable value.

![Figure 3](image3.png)

### 4.2 Edge Problem

An input image must deal with edge problems when convolving with any core. The essence of the edge problem is that when the edge of the image tries to convolve with the kernel, the kernel will exceed the image boundary. As shown in the figure below, the red square indicates the Gaussian kernel, and the red dotted line indicates the range of the excess image, which cannot be convoluted.

![Figure 4](image4.png)

There are generally three ways to deal with this situation. In this article, choose the third one:

1. Discard the edges. Edge parts that cannot participate in the convolution will be discarded. The disadvantage of this approach is that the output image is "one turn" smaller than the input image, especially after multiple convolutions; the image will become smaller and smaller;

2. The edge does not participate in convolution. The edge of the pixel retains the original value and remains in the output image. The disadvantage of this approach is that the edge portion is not blurred;

3. Set the part outside the image to 0 and then participate in the convolution.

### 4.3 Comparison Before and After Optimization

Four different degrees of blurring images produced by the algorithm before optimization can be found that when the blur radius reaches 55 or more, the change of the blur degree is no longer obvious:

![Figure 5](image5.png)
5. **Batch Image Blurring Method**

Because of the huge amount of training data required, this paper uses the java language to write a batch image processing method. Read clear images from the root directory, process the images with different ambiguities, and store them in different folders.

After execution, four picture folders of different ambiguity are generated. The number in the folder name indicates the blur radius, and the clear original picture is placed in the same directory:

6. **TensorFlow Training and Results Verification**

The parameters of the convolutional neural network are millions, and it takes a lot of time to do the marking work when retraining a large amount of data. Therefore, this paper uses the migration learning method to train the model, which can easily apply the trained model to the new scene.

6.1 **Training Process**

In this paper, the Inception model is used to train and build its own image classifier under the Ubuntu system. The training process is as follows:

1) Download TensorFlow source code.

```
Fancy@Fancy-To-be-filled-by-0-E-N:/AI$ pip install --ignore-installed --upgrade
https://storage.googleapis.com/tensorflow/linux/cpu/tensorflow-1.4.0-cp38-cp38
```

2) Compile retain module.

```
Fancy@Fancy-To-be-filled-by-0-E-N:/AI/tensorflow$ bazil build tensorflow/examples/image_retraining/retrain
```

3) Train the model and set the step, image_dir, output_graph, and output_labels parameters.

```
Fancy@Fancy-To-be-filled-by-0-E-N:/AI/tensorflow$ /home/fancy/anaconda3/bin/python
./tensorflow/examples/image_retraining/retrain.py \
--image_dir=/data \
--output_graph=/model/retrained_graph.pb \
--how_many_training_steps 10000 \
--output_labels=/model/retrained_labels.txt
```

4) The accuracy of the training results reached 95.3%:

```
INFO:tensorflow:Final test accuracy = 95.3% (N=43)
INFO:tensorflow:Froze 2 variables.
Converted 2 variables to const ops.
```

6.2 **Result Verification**

Use the Different ambiguity photos taken by the camera and then validate it with the optimized model:
Figure 7. Different ambiguity photos taken by the camera.

(1) Clear picture, the probability that the model is judged to be clear is 0.95.

(2) The blurred picture, the model judges the probability of blur35 to 0.96.

(3) The blurred picture2, the model judges the probability of blur77 is 0.93.

The results show that this model can judge the ambiguity of the image. The model obtained by the fuzzy algorithm training can be applied to the project to judge whether the definition is up to standard.

7. Conclusion

This paper proposes a fuzzy algorithm for making TensorFlow training data, optimizes parameter control and trimming problems, and uses java language programming to batch process images in folders and automatically sort them into different directories, completing different the production of ambiguity image sets. The training results can be more accurate to distinguish the images with different ambiguities, which verifies the correctness and usability of this method.
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