Analysis of Factors That Affect Consumer Preference on Coffee Consumption in Surabaya
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Abstract—There are two variants of processed coffee, there are brewed coffee and instant coffee. Each coffee have their own consumers. The difference of consumer preference on coffee consumption led to research idea about factors that affecting consumer preference on coffee consumption. This research was conducted to determine factors that affecting consumer preference on consuming between brewed coffee and instant coffee by the case study was taken in Surabaya. Factors that affecting preference of coffee selection are gender, age, last education, coffee drinking experience, early age of coffee consumption, and number of family members. With number of respondents equal to 57 respondents, this research would be analyzed by using logistic regression to determine the opportunity of which coffee were preferred by consumers. Based on parameter estimation result, four variables had a significant effect, there were gender, last education, drinking coffee experience, and number of family members. The four independent variables could explain the model of coffee consumer preference around 51 percent. Opportunities of adult male, with high school education level; drinking coffee experience around 11 – 20 years; and number of families were more than five, consumed instant coffee around 0.13. Unlike the female consumer who preferred consuming instant coffee with opportunities was around 0.81 to brewed coffee. Producers have to be able to see that the calculation is an opportunity for them to differentiate their owned coffee product. Coffee producers can compete by making product innovation which could be affordable to all consumers both male and female.
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I. INTRODUCTION

Indonesia is one of the largest coffee producers in the world with its production number placing Indonesia fourth behind Brazil, Vietnam and Colombia [1]. Coffee is one of the plantation commodities that contribute foreign exchange to Indonesia from its export activities. The Ministry of Agriculture’s strategic plan in terms of increasing production does not only focus on the staple food source commodities but includes four other commodities originating from the plantation sub-sector, one of which is coffee. The economic value of coffee commodities is estimated to reach Rp 17 trillion so that it makes coffee play an important role in the Indonesian economy and is the number four commodity that contributes to Indonesia's trade balance [2-5]. There are two types of coffee that are cultivated in Indonesia, namely Arabica coffee and Robusta coffee, with the majority of cultivation being robusta coffee [9].

The area for robusta coffee cultivation reaches 912,135 ha while for arabica coffee cultivation reaches 321,158 ha [6, 9]. In addition to arabica and robusta coffee, in the international market Indonesia is known for its specialty coffee and the coffee market began to grow rapidly [7,8]. Specialty coffee in Indonesia arises because of differences in the topography of the area of coffee plantations and the different tastes of Indonesian people in consuming coffee. There are 10 types of specialty coffee in Indonesia that have registered their geographical indices, namely Arabo Gayo Coffee, Sumatra Arabica Coffee Simalungun, Lampung Robusta Coffee, Java Preanger Arabica Coffee, Sindoro Sumbing Arabica Coffee, Java Arabica Coffee Ijen Raung, Kintamani Bali Arabica Coffee, Bajawa Arabica Coffee Flores, Kalosi Enrekang Arabica Coffee, and Toraja Arabica Coffee [9].

Geographical index is a form of protection provided in relation to a product that shows the place of origin of the region, the quality or characteristics of the product that are specific, and the quality due to geographical or human conditions [9].

Coffee is a popular commodity with processed products in the community both at home and abroad [10]. Coffee is a trading material because it can be processed into a delicious drink, refreshes the body, and can relieve drowsiness [11]. In Indonesia, the level of coffee consumption in 2015 reached 896 grams/capita/year [6]. Based on data obtained from ICO (International Coffee Organization), Indonesia is among the top five countries with the largest coffee consumption in the world in the period 2010-2015 with an average increase in coffee consumption reaching 2.5 percent per year.

In Indonesia, there are six provinces which are coffee production centers, with the majority of companies being smallholder plantations, namely South Sumatra, Lampung, North Sumatra, Bengkulu, Aceh, and East Java with the only types of coffee cultivated, namely robusta, arabica, and both types of coffee. In East Java province alone, coffee commodities that are more cultivated are robusta coffee. Indonesian people in general and East Java in particular have a habit of drinking coffee every day. Many circles with various kinds of social status favor coffee with a variety of
consumption purposes, both for consumption of beverages in general, which are related to consumptive nature and changes in people’s lifestyles [12-14] as well as for consumption related to health, among others, to prevent neurological diseases, reduce the risk of breast cancer, prevent diabetes, and efficacious revitalize new skin cells [15-20]

Based on the type, processed coffee on the market has two types of brewed coffee and instant coffee. Each type of coffee has its own consumers [23]. The brewed coffee consumers are those who like the distinctive taste of coffee, can be mixed and brewed according to taste (thick or runny) [21, 22] while instant coffee consumers are those who like practicality [23-25]. Differences in consumer preferences in consuming coffee give rise to research ideas about factors that influence consumer preferences in consuming coffee [30, 39]. Food product preferences are plastic and will be permanent if someone has a stronger lifestyle. A marketer must be able to understand and adapt consumer preferences and behavior as an absolute necessity for competitive continuity because consumers are the holders of control and marketers can be said to be successful if the product is seen as offering real benefits [26]. This study was conducted to determine factors that influence consumer preferences in consuming between instant coffee or instant coffee [23-25]. This research is expected to be a view for businesses in understanding consumer desires and planning the development of their businesses [30, 39].

II. RESEARCH METHODS

The case study of this study was taken in the city of Surabaya with the consideration that drinking coffee has become a lifestyle not only among adults but also in young people [25-28] and the development of coffee processing industries in the City Surabaya every year. Factors influencing coffee selection preferences are gender [29-31], age [32,33], recent education [34,35], coffee drinking experience [36, 37], the early age of coffee consumption [38], and the number of family members [39,40]. The sampling method used was purposive sampling because the sampling of consumers based on certain considerations saw not all samples matched the criteria studied [41]. The number of samples taken was 57 respondents of coffee consumers with consideration of the variables used as many as six variables multiplied by five times [42]. Data collection was carried out by interviewing each respondent who was a coffee consumer using a questionnaire.

This study will be analyzed using logistic regression to see factors that influence consumer preferences in consuming instant coffee or instant coffee from the opportunities [23-25].

<table>
<thead>
<tr>
<th>Variable</th>
<th>Variable Name</th>
<th>Variable Scale</th>
</tr>
</thead>
</table>
| Y        | Coffee        | 0 = Brewed Coffee
|          |               | 1 = Instant Coffee |
|          | Gender        | 0 = Woman
|          |               | 1 = Man |
|          | Age (year)    | 0 = < 18 – 40 (adult)
|          |               | 1 = 41 – 65 (old) |
|          | Recent Education | 0 = SMP |

Based on table 1, we can see independent variables, dependent variables, and measurement scales of each variable.

An econometric approach using logistic regression is a statistical analysis method to describe the relationship between dependent variables that have two or more categories with one or more category or interval-scale independent variables [43,44]. Logistic regression is used to explain the non-linear variables X and Y, Y distribution abnormalities, not constant variation in responses which cannot be explained by ordinary linear regression models [45]. An ordinary linear regression model with an OLS (ordinary least square) approach cannot explain the relationship between variables X and Y if variable X has two or more categories and variable Y has qualitative or categorical properties. If the variable is forced to use linear regression method, there will be a violation of the assumption of Gauss-Markov [46]. The violation of the Gauss-Markov assumption is the regression model error does not spread normally and the error range is not homogeneous (heteroscedasticity occurs) while the violation of the estimation value Y is the estimated value of the linear regression model that exceeds the range 0-1 even though the categorical response variable value is one and zero [38, 47].

$$\text{Logit}(Y) = \text{Natural log(odds)} = \ln \left( \frac{\pi}{\pi - 1} \right) = \alpha + \beta X_{Lo}$$

Logistic regression of binary logistics and multinomial logistics. The relationship between Y variables that dichotomous scale on one or more X variables while multinomial logistic regression is used to analyze the relationship between Y variables that have more than one category against one or more variables X. Logistic regression models can be written as follows [48,49]:

$$\pi_i = \frac{1}{1 + e^{-(a + \sum_{j=1}^{n} \beta X_j + \sum_{a=1}^{m} \alpha D_{a})}}$$

The model is a simple model of [50], Example:

$$\left( a + \sum_{j=1}^{n} \beta X_j + \sum_{a=1}^{m} \alpha D_{a} \right) = z \quad (1)$$

Then the logistic equation model equation (1) can be written:
\[
\pi_i = \frac{1}{1 + e^{-z}} \quad (2)
\]

From model equation (2) can be written:
\[
1 - \pi_i = 1 - \frac{1}{1 + e^{-z}} \quad (3)
\]

So that
\[
\frac{\pi_i}{1 - \pi_i} = \frac{1 + e^{-z}}{e^{-z}} = e^z \quad (4)
\]

The transformation of equation (4) is:
\[
\ln \frac{\pi_i}{1 - \pi_i} = \alpha + \sum_{j=1}^{n} \beta_j X_j + \sum_{k=1}^{m} Y_k D_k + e \quad (5)
\]

Logistic regression modeling with predetermined independent variables is:
\[
\ln \left( \frac{\pi_i}{1 - \pi_i} \right) = \alpha + \beta_1 X_1 + \beta_2 + \beta_3 + \beta_4 + \beta_5 + \beta_6 \quad (6)
\]

with,
1 = Gender
2 = Age
3 = Recent Education
4 = Coffee Drinking Experience
5 = Early Age Consumption
6 = Family Members

Estimation of logistic regression in the discussion of this study was completed with the maximum likelihood estimation method using the SPSS program.

When modeling with logistic regression has been done, the next step is to conduct a series of tests to show that the models and variables contained in the model are worth studying.

The feasibility test of the model is done to see that the model used is feasible or meets the GoF (goodness-of-fit) criteria. A model is categorized as fulfilling the GoF if there is a match between the data contained in the model and the data observed [47]. There are three ways to test GoF in logistic regression, namely Pearson, deviance, and Hosmer - lameshow methods. The use of Pearson method is based on Pearson test statistics with the rules of the decision are:

Refuse \( H_0 \) if \( \chi^2_{\text{pear}} > \chi^2_{a} \) with \( a \) is \( n - p \) which is a degree of freedom, \( n \) is the number of groups and \( p \) indicates the number of parameters in the explanatory variables [20]. The use of the deviance method is based on likelihood criteria by comparing models without explanation of the model with explanations with the rules of the decision are:

Refuse \( H_0 \) if \( D^2_{\text{dev}} > \chi^2_{a} \) with \( a \) is \( n - p \) which is a degree of freedom.

The use of the Hosmer- Lameshow method is carried out on the basis of grouping the value of the alleged opportunity that spreads \( \chi^2 \) with the rules of the decision are:

Refuse \( H_0 \) if \( C^2_{\text{hos}} > \chi^2_{a} \) with \( a \) is \( g - 2 \) which is a degree of freedom. A model is categorized as feasible to meet GoF if the results of the homser - lameshow test are <0.05 [51].

After the model meets the GoF, then the real level test will be carried out on the model variables both partially and simultaneously. To perform a real-level test, logistic regression using G test or Omnibus Test of Model Coefficient and \( W \) (Wald) test. Both tests are analogous to \( F \) test and \( T \) test in multiple linear regression. The \( G \) test is conducted to determine the effect of independent variables that are used simultaneously or together. The \( G \) Test Hypothesis is:

\[
H_0 = \beta_l = 0 \quad (7)
\]

The \( G \) test follows the distribution of \( \chi^2 \) with degrees of freedom \( p \). Rules for declining decision \( H_0 \) are taken if \( G^2_{\text{hos}} > \chi^2_{a} \), if \( H_0 \) is refused, meaning that the model is significant at the significance level \( \alpha \).

In addition to using the \( G \) test, simultaneous logistic regression can see the Omnibus Test of Model Coefficient value with the hypothesis (7).

Decision decision rule \( H_0 \) is the independent variable on the model simultaneously influencing the logistic regression model at the significance level \( \alpha \) and is seen if the significance value of Omnibus Test of Model Coefficient is less than \( \alpha \).

The \( W \) test is conducted to determine the effect of the independent variables used partially on the model. The \( W \) test hypothesis same as equation (7).

The \( W \) test follows the standard normal distribution with the rules of the \( H_0 \) refusal decision taken if \( |W_{\text{pear}}| > Z_{\alpha/2} \), if \( H_0 \) is rejected then the parameter is significant at the significance level \( \alpha \).

Interpreting the coefficients in the logistic regression model is based on the Odds ratio coefficient (risk comparison). If an explanatory variable has a positive sign, then the Odds ratio will be greater than one, otherwise if the coefficient is negative then the Odds ratio will be smaller than one [52]. Odds ratio is written:

\[
\text{odds}(\psi) = \frac{\pi_i}{1 - \pi_i}
\]

Odds ratio is an indicator of a person's tendency to do or not to do activities. Odds of an event are defined as the probability that the results that appear are divided by the probability of an event not occurring.

\[
\psi = \frac{\text{odds } A}{\text{odds } B} = \left[ \frac{\frac{\pi_A}{1 - \pi_A}}{\frac{\pi_B}{1 - \pi_B}} \right]
\]
III. RESULTS AND DISCUSSION

Consumers who are respondents are consumers who live in the city of Surabaya and have consumed both brewed coffee and instant coffee [23, 29, 30]. Even though they have consumed both coffee, the consumers chosen have a tendency, whether they tend to consume brewed coffee or consume instant coffee [23]. The regression model that will be used has been modeled in equation (6).

The regression model will be tested for goodness of fit, simultaneous test, and partial test to see the best model used with the existence of six independent variables or a reduction in variables because there are variables that are not significant so that they are excluded from the model. The level of significance used is 5 percent (α = 0.05) [2, 6, 24, 28, 50].

TABLE II. SIX VARIABLE GOODNESS OF FIT (GOF) TEST RESULTS

<table>
<thead>
<tr>
<th>Step</th>
<th>Chi-square</th>
<th>df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.039</td>
<td>7</td>
<td>.775</td>
</tr>
</tbody>
</table>

Based on the GOF test results can be seen the significance value of hosmer and lameshow test is 0.775 at the level of α = 0.05 so that based on the hypothesis, accept H0, which indicates that the model is fit or feasible to use because there is no difference between the model and observation. The next test is testing the variables simultaneously by looking at the value of the omnibus test.

TABLE III. SIMULTANEOUS VARIABLE TEST RESULTS (TEST G) SIX VARIABLES

<table>
<thead>
<tr>
<th>Chi-square</th>
<th>df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td>26.367</td>
<td>6</td>
</tr>
<tr>
<td>Block</td>
<td>26.367</td>
<td>6</td>
</tr>
<tr>
<td>Model</td>
<td>26.367</td>
<td>6</td>
</tr>
</tbody>
</table>

Based on the results of the G test it can be seen that the significance value of the model is 0.000 at a significance level of α = 0.05 so that based on the hypothesis, reject H0 which shows that simultaneously the six variables affect the model. Furthermore, it will be seen how the influence of each independent variable on the dependent variable by conducting a partial test (Wald test).

TABLE IV. PARTIAL VARIABLE TEST RESULTS (TEST W) SIX VARIABLES

<table>
<thead>
<tr>
<th>B</th>
<th>S.E.</th>
<th>Wald</th>
<th>df</th>
<th>Sig.</th>
<th>Exp(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JK</td>
<td>-3.351</td>
<td>1.364</td>
<td>6</td>
<td>.014</td>
<td>.035</td>
</tr>
<tr>
<td>Age</td>
<td>-2.287</td>
<td>1.229</td>
<td>.055</td>
<td>.815</td>
<td>.750</td>
</tr>
<tr>
<td>Education</td>
<td>2.288</td>
<td>1.063</td>
<td>4.634</td>
<td>.031</td>
<td>9.853</td>
</tr>
<tr>
<td>Experience</td>
<td>-2.067</td>
<td>.854</td>
<td>5.862</td>
<td>.015</td>
<td>.127</td>
</tr>
<tr>
<td>Time</td>
<td>-.911</td>
<td>.902</td>
<td>.296</td>
<td>.586</td>
<td>1.634</td>
</tr>
<tr>
<td>Family</td>
<td>2.519</td>
<td>917</td>
<td>7.544</td>
<td>.006</td>
<td>12.42</td>
</tr>
<tr>
<td>Constant</td>
<td>-1.480</td>
<td>1.540</td>
<td>.924</td>
<td>.337</td>
<td>.228</td>
</tr>
</tbody>
</table>

Based on the results of the partial variable test (Test W) by looking at the significance value of each variable at the significance level α = 0.05 it can be concluded that there are variables that have no significant effect on the model because it has a significance value of more than 0.05. These variables were age variables (0.815 > 0.05) and the initial age variables for drinking coffee (0.586 > 0.05). While other variables are gender (0.14), final education (0.31), coffee drinking experience (0.15) and number of family members (0.006) have a significant influence on the model (sig. <0.05).

With the two independent variables that have no significant effect on the model, the two variables will be excluded from the model and logistic regression model will only use four variables[2, 6], namely gender, final education, coffee drinking experience and number of family members that affect consumer preferences for consumption of brewed coffee, or instant coffee [30, 39].

TABLE V. FOUR VARIABLE GOODNESS OF FIT (GOF) TEST RESULTS

<table>
<thead>
<tr>
<th>Step</th>
<th>Chi-square</th>
<th>Df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.831</td>
<td>6</td>
<td>.700</td>
</tr>
</tbody>
</table>

Based on the results of the GOF test can be seen the significance value of hosmer and lameshow test is 0.700 at the level of α = 0.05 so that based on the hypothesis, accept H0, which indicates that the model is fit or feasible to use because there is no difference between the model and observation. The next test is testing the variables simultaneously by looking at the value of the omnibus test.

TABLE VI. SIMULTANEOUS VARIABLE TEST RESULTS (G TEST) FOUR VARIABLES

<table>
<thead>
<tr>
<th>Chi-square</th>
<th>Df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td>26.064</td>
<td>4</td>
</tr>
<tr>
<td>Block</td>
<td>26.064</td>
<td>4</td>
</tr>
<tr>
<td>Model</td>
<td>26.064</td>
<td>4</td>
</tr>
</tbody>
</table>

Based on the results of the G test it can be seen that the significance value of the model is 0.000 at a significance level α = 0.05 so that based on the hypothesis, reject H0, which shows that simultaneously the four variables affect the model. Furthermore, it will be seen how the influence of each independent variable on the dependent variable by conducting a partial test (Wald test).

TABLE VII. PARTIAL VARIABLE TEST RESULTS (TEST W) FOUR VARIABLES

<table>
<thead>
<tr>
<th>B</th>
<th>S.E.</th>
<th>Wald</th>
<th>df</th>
<th>Sig.</th>
<th>Exp(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JK</td>
<td>-3.354</td>
<td>1.371</td>
<td>5.982</td>
<td>.014</td>
<td>.035</td>
</tr>
<tr>
<td>Education</td>
<td>2.224</td>
<td>.919</td>
<td>5.855</td>
<td>.016</td>
<td>9.244</td>
</tr>
<tr>
<td>Experience</td>
<td>-2.074</td>
<td>.822</td>
<td>3.639</td>
<td>.012</td>
<td>.126</td>
</tr>
<tr>
<td>Family</td>
<td>2.493</td>
<td>.890</td>
<td>7.841</td>
<td>.005</td>
<td>12.094</td>
</tr>
<tr>
<td>Constant</td>
<td>-1.190</td>
<td>1.459</td>
<td>.666</td>
<td>.414</td>
<td>.304</td>
</tr>
</tbody>
</table>

Based on the results of the partial variable test (Test W) by looking at the significance value of each variable at a significance level of α = 0.05, gender variables (0.014), final education (0.16), coffee drinking experience (0.12) and number of family members (0.005 ) have a significant influence on the model (sig. <0.05). Based on these results it can be seen that by removing variables that do not significantly increase the significance of each of the other variables.
The summary model table describes the ability of the independent variable in explaining the dependent variable which is analogous to the R2 value in multiple linear regression. In the table, it can be seen that the value of Nagelkerke R square is 0.510 or 51 percent, which means that the variables of gender, final education, coffee drinking experience, and number of members can explain consumer preferences in choosing instant coffee or instant coffee by 51 percent while the other 49 percent is explained by factors. Others that are not in the model [23, 30, 39].

Based on the results of the goodness of fit test, G test, W test, and Nagelkerke R square it can be concluded that the models used in this study are:

\[
\ln \frac{\pi_i}{1 - \pi_i} = \alpha + \beta_1 + \beta_2 + \beta_3 + \beta_4 + \beta_5
\]

Before modeling logistic regression by adding independent variables, consumers who had a tendency to consume ground coffee were 38 people while those who tended to consume instant coffee were 19 people with a model accuracy of 66.7 percent. Based on the model formed, the number of consumers who consumed brewed coffee as many as 38 people in which consumers who actually consume brewed coffee as many as 29 people and who should consume brewed coffee but apparently did not consume as many as 9 people. While consumers who consumed instant coffee as many as 19 people in which consumers who actually consumed instant coffee as many as 13 people and who should consume instant coffee but did not consume as many as 6 people. The accuracy of the model to explain is 73.7 percent.

Gender variables have a significant effect on consumer preferences in choosing coffee (0.014 < 0.05) [30, 39]. The odds ratio for the sex variable is 0.035, which means that the chance for consumers of male sex to consume instant coffee is only 0.035 times that of female consumers. Gender variables have a negative relationship with the preference for instant coffee selection which shows that male consumers have greater preference for consuming brewed coffee than women.

The last education variable has a significant influence on consumer preferences in choosing coffee (0.016 < 0.05). The odds ratio of the last education variable is 9.244, which means that the opportunity for consumers with the last education of high school (high school) to consume instant coffee is 9.244 times compared to consumers who have junior high school (SMP) and tertiary education. The last education variable has a positive relationship with the preference for instant coffee selection.

The variable of coffee drinking experience has a significant influence on consumer preferences in choosing coffee (0.012 < 0.05) [30, 39]. The odds ratio of the variable coffee drinking experience is 0.126, which means that the opportunity for consumers with coffee drinking experience between 11-20 years consuming instant coffee is only 0.126 times that of other consumers. The variable of coffee drinking experience has a negative relationship with the preference of instant coffee selection which shows that consumers with coffee drinking experience between 11-20 years have a greater preference for consuming brewed coffee than other consumers.

Variable number of family members has a significant influence on consumer preferences in choosing coffee (0.005 < 0.05). The odds ratio variable number of family members is 12.094 which means that the opportunity of consumers who have more than five people in consuming instant coffee is 12.094 times higher than consumers who have fewer than five family members. Variables in the number of family members have a positive relationship with the preference for instant coffee selection.

Opportunities for male consumers with the last level of high school education and having experience drinking coffee between 11-20 years and having a family member of more than five people by 13 percent while others prefer to consume brewed coffee (87 percent). Unlike the case with female consumers with the last level of high school education and have experience drinking coffee between 11-20 years and having family members of more than five people have the opportunity to consume instant coffee by 81 percent while the rest prefer to consume brewed coffee (19 percent).

IV. CONCLUSION

Based on the results of parameter estimation, four variables have a significant effect on consumer preferences, namely gender (sig. 0.014), last education (sig. 0.016), coffee drinking experience (sig. 0.012), and number of family members (sig. 0.005). While the age and early age variables for consuming coffee are discarded from the model because they do not have a significant influence on consumer preferences [30, 39]. This model is suitable for analyzing for coffee consumption because there is no significant difference between the model and the value of the observations. Based on the results of goodness of fit, this model can be used as a logistic regression model to see the opportunities of consumers in consuming brewed coffee or instant coffee. The four independent variables can explain the preference of coffee consumers by 51 percent. Opportunities for adult male consumers with the final education level of high school and the experience of drinking coffee between 11-20 years, as well as the number of family members more than five consuming instant coffee is 0.13. While the rest prefer to consume brewed coffee. Unlike the case with female consumers who preferred instant coffee with an opportunity for consumption of 0.81 compared to brewed coffee.

V. POLICY IMPLICATIONS

A producer must be able to see that the calculation is an opportunity for him to differentiate coffee products owned.
Processed coffee producers can compete by making a product innovation that can reach all consumers, both men and women. For producers of brewed coffee, producers must be able to innovate to create practical coffee that is easily available both in terms of location and price. For producers of instant coffee, producers must be able to innovate to create instant coffee which tastes not inferior to typical brewed coffee. In this case, producers are required to be creative in creating and presenting products according to the wishes of consumers, especially by drinking coffee is a lifestyle today.
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