Research on Financial Early Warning of Listed Companies Based on Lasso-logistic Model
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Abstract—The financial status is an important factor affecting the survival and development of enterprises. When we conduct financial early-warning model analysis, the selection of index variables and the estimation of model parameters directly affect the prediction accuracy of the early-warning model. Lasso is a variable selection method for shrinkage estimation. By constructing a penalty functions to realize variety selection and retaining the advantages of subset shrinkage; Lasso can be applied to time series, high-dimensional graphics discrimination and selection. In this paper, the Lasso method and the Logistic model are combined to construct an early-warning model reflecting the financial status within the enterprise. The experimental results show that the model can effectively select relatively important influencing factors and also has good predictive evokes.
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I. INTRODUCTION

The financial crisis of listed companies has certain signs in advance, and these signs are often reflected in some indicators related to corporate finance. We can build a financial early warning indicator system and establish an early warning model. There are many methods for constructing financial early warning models, such as solely use discriminant analysis and logistic regression. However, the common crisis early warning model can't get rid of the assumptions and limitations of traditional statistical methods on data, and can't self-learn and adjust, it has great limitations in data selection. Therefore, this paper starts from the statistical and intelligent modeling technology, comprehensively considers the timeliness of prediction, the number of samples and the application of statistical learning techniques, and uses the Lasso method combined with the Logistic model to construct an early warning model. A better early warning effect has been achieved, and the prediction results of the Lasso-Logistic model are summarized to show the financial status of the listed company, which provides a basis for decision makers to make decisions based on relatively comprehensive considerations.

In the research of the financial early warning model, it is generally considered whether the enterprise has financial distress, that is, whether it is predicted by ST. The Logistic model was introduced into the financial risk assessment earlier. Deng Jing et al.'s research shows that the Logistic model has a good predictive effect [1], but when there are too many independent variables, the model will have problems such as multicollinearity and unrelated variable interference [2], so before modeling, we need to make the variable selection first. For the variable selection problem of regression models, the subset selection method and the ridge regression have some improvement compared with the least squares estimation, but their variable selection is still not stable enough and the interpretability is not strong [3]. The Lasso method was proposed by Robert Tibshiranni in 1996, it not only accurately selects the variables strongly related to the class label, but also overcomes the instability of the ridge regression, the calculation is simple and has become a research hotspot [4]. Since the financial early-warning problem is a two-category prediction problem, it is considered to combine the Lasso method with the logistic model and apply it to the analysis of the financial status of listed companies. Chinese scholars have applied the Lasso-logistic model into personal credit risk early-warning and supply chain financial credit risk evaluation, and all of them have achieved good prediction results. Moreover, by comparison, the Lasso-logistic model is more concise than the stepwise regression, and it can dig out the key influencing factors [5]. According to the multi-dimensionality of the listed company's financial data and the correlation between the variables, the Lasso-logistic model is applied to the financial early warning. The experimental results show that the Lasso-logistic model can simultaneously perform variable selection and parameter estimation without multiple repetitions of operation [6], and achieved a good early-warning effect.

II. METHOD INTRODUCTION

A. Lasso Method

The Lasso method is an estimation method proposed by Tibshirani (1996) to achieve a reduced set from indicators [7]. By constructing a penalty functions to simplify the regression coefficients of the model, some coefficients are even compressed to zero to achieve model selection. The method has strong stability, and the objective function is as follows:
Equation(1):

$$
\arg \min_{\theta} \left\{ \sum_{i} \left( y_i - \sum_{j} x_{ij} \beta_j \right)^2 + \lambda \sum_{j} |\beta_j| \right\}
$$

Equation(2):

$$
subject \; to \; \sum_{j} |\beta_j| \leq t,
$$

where \( i = (1, 2, ..., n), j = (1, 2, 3, ..., p) \). \( x_{ij} \) is the \( j \) th component of the \( i \) th variable, \( y_i \) is the output variable corresponding to the \( i \) th variable, \( \beta_j \) is a regression coefficient for the \( j \) th variable. \( \lambda \sum_{j} |\beta_j| \) is the penalty function, when \( \lambda \) become larger, the greater the punishment, leave fewer variables. In addition, automatic compression of the regression coefficients can be achieved by controlling the harmonic parameter \( t \). When the value of \( t \) is small, some of the less relevant coefficients can be compressed to zero, and finally the variable selection is implemented. At present, the most commonly used algorithm for solving the lasso problem is the Least Angle Regression (LARS) algorithm with relatively fast calculation speed [8]. The solution process can be realized by the package Lars's package in the R software.

B. Lasso-Logistic Model

Assumed the observations \( (X^t, y_i), i = 1, 2, 3, ..., n \) are independent and identically distributed, \( X^t = (x_{i1}, x_{i2}, ..., x_{ip}) \) is the \( i \) th observation of the model independent variable, \( y_i \) is the dependent variable for the model. In the financial early warning analysis of the company, the dependent variable is whether the company is judged as a financial crisis company, which is a binary discrete variable with a value of 0 or 1. Therefore, the conditional probability of the Logistic model is:

Equation(3):

$$
\log \left\{ \frac{p(y_i = 1|X^t)}{1 - p(y_i = 1|X^t)} \right\} = \eta_{\beta}(X^t).
$$

The coefficient estimator \( \hat{\beta} \) in the Lasso-logistic regression model can be written as:

Equation(4):

$$
\hat{\beta} = \arg \min_{\beta} \sum_{i} \left\{ y_i \eta_{\beta}(X^t) - \log \left( 1 + \exp \left[ \eta_{\beta}(X^t) \right] \right) \right\} + \lambda \sum_{j} |\beta_j|
$$

where \( \eta_{\beta}(X^t) = \beta_0 + \sum_{j=1}^{p} x_{ij} \beta_j \), the establishment of the above formula applied the minimization theorem of the convex function and the determination of the log-likelihood function [9].

By controlling the harmonic parameter \( \lambda \), the automatic compression of the regression coefficient can be conducted to achieve the purpose of variable selection. At present, there are three methods for determining the \( \lambda \) value: the cross-validation method, the generalized cross-validation method and the unbiased estimation of the analysis [10]. The first two are mainly applicable to the case where the distribution of the observed samples is unknown, which is consistent with the data characteristics of this paper. Therefore, the generalized cross-validation method is used to determine the value of the optimal \( \lambda \), which can be realized by the function cv.glmnet() in the R software. Its specific expression is:

Equation(5):

$$
\hat{\lambda} = \arg \min \frac{\|y - X \beta(\lambda)\|^2}{n \left[ 1 - p(\lambda) / n \right]^2}
$$

Where

Equation(6):

$$
p(\lambda) = \text{tr} \left\{ X \left( X^t X + \lambda \left\{ \left[ \beta_0, ..., \beta_p \right] \right\}^{-1} \right) X^t \right\}
$$

we refer to \( \frac{\|y - X \beta(\lambda)\|^2}{n \left[ 1 - p(\lambda) / n \right]} \) as the GCV statistic and the verification value of the generalized cross model.

III. EXPERIMENTAL SIMULATION AND RESULTS ANALYSIS

A. Index System Construction

If a domestic listed company loses money for two consecutive years, its stock will be treated specially (Special Treatment, ST), and in serious cases, it will face the risk of
delisting. ST can reflect the abnormality of the company's monetary status or other conditions. Considering the dynamic nature of the financial crisis, this paper selects the annual financial report data of the T-3th year from 2013 to 2016 during the observation period [11], according to the ratio of ST company to non-ST company 1:1, 80 companies are taken as the study sample, 1200 sample data are taken as a training set to build a model. Descriptive statistical analysis of the original data was performed in the SPSS software, and a small number of missing values were processed using the complement method. The sample data in this paper is mainly from the RESSET database.

The selection of financial risk fore-warning indicators can directly influence the prediction effect of the crisis early warning model, and domestic and foreign scholars have made different attempts to select the indicators. These attempts are not unintentionally randomly to select the indicators; they are tended to choose indicators or related ratios that affect the business conditions of the enterprises. Although the variable screening methods are not uniform, the selection principles are basically similar. The most important considerations in the selection of indicators are those that have a greater correlation with the research issues and tend to select the stable summary indicators. Based on the chosen experience summarized in the literature, the selection of the financial indicators is based on five aspects. 15 index variables are selected as the explanatory variables. These include the liquidity ratio and the quick ratio, etc., which reflect the solvency of the enterprises, the accounts receivable turnover rate and the inventory turnover rate reflecting the operation capability of the enterprises, the net asset yield and the rate of pay on assets reflecting the profitability of the enterprises, the net profit growth rate and the net asset growth rate, etc., which reflect the development ability of the enterprises, the cash recovery rate of the total assets, etc., which reflect the cash flow level of the enterprises [12]; the specific delimitings are defined in Table I.

B. Experimental Results and Analysis

In this paper, the above 15 variables are used as the explanatory variables, and explained variable \( Y \) is a binary discrete variable. The abnormality of the financial status of the enterprise is recorded as 1, and the normal enterprise is recorded as 0. The R software was used to analyze and select the variables, and the Lasso-logistic model was constructed, and the relative accuracy was tested.

In order to determine the value of \( \lambda \), we use the Gelnet Package in the R software to perform a 10-fold cross-validation on the sample data, and obtain the opposite trend graph with the number of the explanatory variables shown in Fig. 1. The abscissa is the value of \( \lambda \), and the ordinate is the different variation of the model error corresponding to the value of \( \lambda \). For each value of \( \lambda \), a confidence interval for the target parameter numbers can be obtained around the mean of the target parameter numbers indicated by the red dot. The two dashed lines give two special values of \( \lambda \). After the value of \( \lambda \) reaches a certain value, continue to increase the number of model explanatory variables, that is, to reduce the value of \( \lambda \), does not significantly improve the performance of the model [13]. The lambda.1se function in the program can give a model with good performance but the least number of the explanatory variables.

![Fig. 1. The abscissa is the value of \( \lambda \), and the ordinate is the different variation of the model error corresponding to the value of \( \lambda \). The two dashed lines give two special values of \( \lambda \).](image)

Fig. 2 is a solution path diagram of the Lasso coefficient. Each curve represents the trajectory of the coefficient of an independent variable. The ordinate is the value of the coefficient, and the abscissa is the number of non-zero coefficients under different log (Lambda) values. The coefficient of each variable becomes larger as the value of \( \lambda \) becomes smaller. Combining the two graphs and according to Tibshirani's value experience [14], the most suitable \( \lambda \) value is chosen to be 0.028926. At this time, the Lasso-logistic model parameter estimation results are obtained, and the seven variables with non-zero coefficients are selected. The estimated values are shown in Table II. These variables pass the significance test at 5% level.

### Table I. Financial Early Warning Indicator System

<table>
<thead>
<tr>
<th>Indicator code</th>
<th>Indicator name</th>
<th>Indicator definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \chi_1 )</td>
<td>Net asset yield</td>
<td>Net profit / Average net assets</td>
</tr>
<tr>
<td>( \chi_2 )</td>
<td>Rate of return on assets</td>
<td>Profit before interest and taxes / Total assets</td>
</tr>
<tr>
<td>( \chi_3 )</td>
<td>Operating profit rate</td>
<td>Operating profit / Total business income</td>
</tr>
<tr>
<td>( \chi_4 )</td>
<td>Liquidity ratio</td>
<td>Current assets / Current liabilities</td>
</tr>
<tr>
<td>( \chi_5 )</td>
<td>Quick ratio</td>
<td>Quick-moving assets / Current liabilities</td>
</tr>
<tr>
<td>( \chi_6 )</td>
<td>Operating income growth rate</td>
<td>(Current operating income - Previous operating income) / Previous operating income</td>
</tr>
<tr>
<td>( \chi_7 )</td>
<td>Net profit growth rate</td>
<td>(Current net profit - Last period net profit) / Last period net profit</td>
</tr>
<tr>
<td>( \chi_8 )</td>
<td>Net asset growth rate</td>
<td>(End-of-year net assets - Net assets at the beginning of the period) / Net assets at the beginning of the period</td>
</tr>
<tr>
<td>( \chi_9 )</td>
<td>Inventory turnover rate</td>
<td>Cost of goods sold / Average inventory balance</td>
</tr>
<tr>
<td>( \chi_{10} )</td>
<td>Accounts receivable turnover rate</td>
<td>Net sales revenue / Average balance of accounts receivable</td>
</tr>
<tr>
<td>( \chi_{11} )</td>
<td>Current asset turnover rate</td>
<td>Main business income / Average current assets</td>
</tr>
<tr>
<td>( \chi_{12} )</td>
<td>Total asset turnover rate</td>
<td>Sales revenue / Total assets</td>
</tr>
<tr>
<td>( \chi_{13} )</td>
<td>Sales cash ratio rate</td>
<td>Net cash flow from operating activities / Main business income</td>
</tr>
<tr>
<td>( \chi_{14} )</td>
<td>Total asset cash recovery rate</td>
<td>Net operating cash / Average total assets</td>
</tr>
<tr>
<td>( \chi_{15} )</td>
<td>Assets and liabilities rate</td>
<td>(Current liabilities + Long-term liabilities) / Total assets</td>
</tr>
</tbody>
</table>
It can be seen from Table II, the liquidity ratio, the total asset turnover rate and the asset-liability ratio have a great impact on the financial situation of the enterprise. The total asset turnover rate has the greatest impact. The management and investors should focus on it when they inspect the development level of the enterprise. Secondly, the most important factors are the net assets yield, the operating profit rate, the operating income growth rate and the accounts receivable turnover rate.

**TABLE II. PARAMETER ESTIMATES FOR THE LASSO-LOGISTIC MODEL**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Parameter estimate</th>
<th>Variable</th>
<th>Parameter estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept term</td>
<td>-2.0184**</td>
<td>X4</td>
<td>0</td>
</tr>
<tr>
<td>X1</td>
<td>0.0015**</td>
<td>X5</td>
<td>0</td>
</tr>
<tr>
<td>X2</td>
<td>0</td>
<td>X10</td>
<td>0.0025**</td>
</tr>
<tr>
<td>X3</td>
<td>-0.0034**</td>
<td>X11</td>
<td>0</td>
</tr>
<tr>
<td>X4</td>
<td>-0.00529**</td>
<td>X12</td>
<td>1.0467**</td>
</tr>
<tr>
<td>X5</td>
<td>0</td>
<td>X13</td>
<td>0</td>
</tr>
<tr>
<td>X6</td>
<td>0.0011**</td>
<td>X14</td>
<td>0</td>
</tr>
<tr>
<td>X7</td>
<td>0</td>
<td>X15</td>
<td>0.0232**</td>
</tr>
</tbody>
</table>

Note: 1. "**" indicates the variable is significant at 5% level. 2. Coefficient is 0, represents that the variable was removed.

Model fitting effect is an important criterion for judging the quality of the model. The established model is back-calculated with the original data, and the data of the test set is used for predictive analysis [15]. Table III shows the results of the judgment of the training sample data. The results show that the probability of the model misclassification the nummulary normative company as a financial crisis company is 17.5%, that is, the predictive accuracy rate for non-ST companies is 82.5%; The probability of a financial crisis company being judged as a nummulary groovy company is 25%, that is, the forecast accuracy rate for ST companies is 75%. The overall accuracy rate on the training set was 78.8%.

**TABLE III. TRAINING SAMPLE JUDGMENT RESULTS**

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Observed</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>33 7</td>
<td>82.5%</td>
</tr>
<tr>
<td>1</td>
<td>10 30</td>
<td>75%</td>
</tr>
<tr>
<td><strong>Total percentage</strong></td>
<td><strong>78.8%</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table IV shows the prediction results of the test sample set. The results show that the accuracy rate for non-ST companies is 100%, the predictive accuracy for ST companies is 80%, and the overall accuracy rate for training sets is 90%. The model predicts better results.

**TABLE IV. TEST SAMPLE PREDICTION RESULTS**

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Observed</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10 0</td>
<td>100%</td>
</tr>
<tr>
<td>1</td>
<td>2 8</td>
<td>80%</td>
</tr>
<tr>
<td><strong>Total percentage</strong></td>
<td><strong>90%</strong></td>
<td></td>
</tr>
</tbody>
</table>

IV. CONCLUSION

In view of the diversity of financial indicators, this paper uses the combination of the Lasso method and the Logistic model to come true predictive modeling while achieving streamlined monetary indicators. The obtained model has better prediction result, and the Lasso method can effectively prevent over-fitting, make the selection of variables simpler and more credible. The financial early-warning model of listed companies established in this paper can enable managers and investors to obtain more accurate and reliable calculates, and also can analyze and forecast the financial status of enterprises earlier. The control of risks has a good effect on the healthy development of the social economy and the steady operation of the national economy. In this paper, only a set of cross-section data is analyzed. If we want to improve the accuracy of prediction, we can consider the use of longitudinal data [16], and more scientifically select the evaluation index system. Under the condition of sufficient sample size, we also can consider combining the characteristics of the industry and discuss separately [17].
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