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Abstract—Content based image retrieval (CBIR) is an essential task in many applications. Color based methods have received much attention in past years, since color could serve efficiently for image retrieval, especially in the case of large database. However, there are two main drawbacks for color based image retrieval methods. Firstly, color based methods are not suitable for similar scenes under different illumination conditions, because color is sensitive to illumination. Secondly, existing approaches usually employ image descriptors with large size, which makes the approach unsuitable for real-time application.

To overcome drawbacks mentioned above, an adaptive image retrieval method has been proposed in [8]. Since Color information plays an important role in CBIR because of its distinguishing property, color based methods for this purpose is widely adopted. Among these methods, color histogram [9] has become popular for its efficiency. Color histogram captures global color property of images and searches for similar ones even in the presence of occlusion and noise. It is fast to compute, which allows real-time indexing in large database, and is robust to small changes in viewpoint. Several successful retrieval systems have been developed based on color histogram [10-14], taking advantage of its robustness to pose and shape.

While color histogram is one of the most widely used tool for CBIR, it is unsuitable for applications to retrieve similar scenes under different illumination circumstances. Moreover, the spatial features are not well preserved in color histogram, which means images with diverse contents may have similar distributions in color histogram. For example, image containing many scattered red pixels has a similar histogram with the one containing a single large red region. Therefore, the size of image descriptor is very small.

To overcome drawbacks mentioned above, an adaptive image retrieval method has been proposed, which consists of color invariants. And then the Markov chain model has been employed to capture color information and spatial features. Finally, similar images are retrieved based on two-stage weighted distance. Experimental results show that the proposed method has improved simplicity and compactness of color based image retrieval methods, without the loss of efficiency and robustness.

In the proposed method, feature maps for images have been firstly established, which consist of color invariants. And then the Markov chain model has been employed to capture color information and spatial features. Finally, similar images are retrieved based on two-stage weighted distance. Experimental results show that the proposed method has improved simplicity and compactness of color based image retrieval methods, without the loss of efficiency and robustness.
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I. INTRODUCTION

Content based image retrieval has gained significant attention in recent years [1-7]. A classic CBIR system takes a query image and retrieves images with specific content properties from the database. A review and evaluation is proposed in [8]. Since Color information plays an important role in CBIR because of its distinguishing property, color based methods for this purpose is widely adopted. Among these methods, color histogram [9] has become popular for its efficiency. Color histogram captures global color property of images and searches for similar ones even in the presence of occlusion and noise. It is fast to compute, which allows real-time indexing in large database, and is robust to small changes in viewpoint. Several successful retrieval systems have been developed based on color histogram [10-14], taking advantage of its robustness to pose and shape.

While color histogram is one of the most widely used tool for CBIR, it is unsuitable for applications to retrieve similar scenes under different illumination circumstances. Moreover, the spatial features are not well preserved in color histogram, which means images with diverse contents may have similar distributions in color histogram. For example, image containing many scattered red pixels has a similar histogram with the one containing a single large red region. Therefore, the size of image descriptor is very small.

To overcome drawbacks mentioned above, an adaptive image retrieval method has been proposed, which consists of color invariants. And then the Markov chain model has been employed to capture color information and spatial features. Finally, similar images are retrieved based on two-stage weighted distance. Experimental results show that the proposed method has improved simplicity and compactness of color based image retrieval methods, without the loss of efficiency and robustness.

In this paper, an adaptive image retrieval method has been proposed with color invariant and the Markov chain feature. The difference between new descriptor and the color histogram is that the color space is not quantized with fixed distance, which allows the image descriptor to be accurate as well as compact. Accordingly, this novel method has improved the simplicity and compactness of color based image retrieval methods, without losing the efficiency and robustness.

II. FEATURE MAP CONSTRUCTION

Color cue is very important in many applications, since it provides informative features for high-level reasoning, such as object recognition, tracking and image retrieval. Several successful retrieval theories have been developed in past few years using color feature. However, robustness with respect to changing illumination remains the biggest challenge for these methods. On the other hand, though color invariants are widely used to capture image features, it happens in practice that many kinds of color invariants are meaningless in particular positions of color space. For example, according
to [22], the normalized color and the saturation have no physical meanings near the black point; the hue is not stable along the achromatic axis where the denominator equals zero; the color invariants proposed in [23] are unstable in certain planes in color space. In this paper, we take advantage of color invariants to fulfill the image retrieval purpose by building up feature map. This feature map is constructed by the normalized color integrating with threshold. The normalized colors are defined as following:

\[ c = \frac{C}{(R+G+B)} \]  

(1)

where \( c \in \{r,g,b\} \) and \( C \in \{R,G,B\} \).

According to [24], they are insensitive to viewpoint, surface orientation, illumination direction, and illumination intensity. In fact, the normalized colors are only dependent on the sensor and the surface albedo.

It is clear that the normalized color are not stable near the black point, where small perturbation of RGB values can cause large disruption in normalized color values. To solve this problem, a threshold is predefined. If the sum of RGB values at one point is smaller than the threshold, its values of color invariants in three channels are all set to zero. Theoretically speaking, there are only two color invariants in three channels are all set to zero values at one point is smaller than the threshold, its values of color invariants in three channels are all set to zero respectively. Theoretically speaking, there are only two independent parameters from the normalized color. However, these three normalized colors are all employed to construct the feature map, taking account of the affect of black color.

### III. Image Description Based on Markov Model

Once the feature map is available, a proper descriptor for image is needed. In general, a typical CBIR system consists of two main steps: image description and similarity measurement. For statistical methods, image usually has been quantized into a set of states according to the color and texture information and similarity measurement will be carried out between these states. However, descriptors used in many methods quantize images with fixed distance in the whole color space, and a hard decision is made about the number of states. Accordingly, these descriptors tend to have very large size to deal with general kinds of images. The other drawback of these methods is that different states may contain similar colors and distinct colors may appear in the same states.

In this section, a novel image descriptor has been developed based on Markov chain model. Under the new framework, the states are decided according to the image contents, so drawbacks mentioned above will be avoided. At the meanwhile, the spatial information of image is preserved as well as the color information.

All the images used in this paper are considered to be regular images with the size of \(2^M \times 2^N\), where \(M\) and \(N\) are positive numbers. To reduce the computational cost, every feature map has been segmented into blocks and then blocks are grouped into states. Firstly, the feature maps of regular images will be divided into \(2^K \times 2^K\) blocks, where \(K\) is a positive number. For a regular image with the size of \(768 \times 512\), the \(K\) is usually set to 5 or 6. Secondly, mean values of the normalized colors in blocks are computed as image descriptor. The hierarchical agglomerative clustering (HAC) theory is adapted to classify blocks into different states.

For many existing clustering algorithms, the number of initial clusters should be predefined, such as K-means. However, they are not suitable for general image retrieval, because the actual number of clusters varies from image to image, according to the image contents. In order to solve this problem, the HAC is adopted in this paper. The HAC treats every block as a potential cluster and then successively agglomerate pairs of clusters, according to the similarity between clusters. The similarity is measured as following:

\[ d = \sum |o_i^c - o_i^0| \]  

(2)

where \( c = \{r,g,b\} \), and \( o_i^c \) denotes the mean values of normalized color of \( i\)-th cluster. This similarity is used to indicate distance between two clusters. If it is smaller than a predefined threshold, which is set to 0.85 in this paper, the clusters can be merged.

After the HAC process, the feature map is divided into a set of states according to the image content, which is called the state image. The main chromatic and spatial information is retained in state image. To characterize the state image, the state feature value, state feature weight and state transition matrix are constructed.

Let \( S = \{s_i\} \) \((i=1,2,...,L)\) is the set of states, the state feature value \( V = [v^1, v^2, ..., v^K]^T \) is defined as:

\[ v^i = \sum n(P(x,y) = s_i)/N(P(x,y) = s_i) \]  

(3)

where \( P(x,y) \) is a block in state \( s_i \), \( n(P(x,y) = s_i) \) denotes the mean value of normalized color in block \( P(x,y) \), and \( N(P(x,y) = s_i) \) is the number of blocks in state \( s_i \).

Similarly, state feature weight \( W = [w^1, w^2, ..., w^K]^T \) is defined as:

\[ w^i = N(P(x,y) = s_i)/2^K \times 2^K \]  

(4)

To capture spatial information between states, Markov state transition matrix is employed. Let \( P(x,y) \) be a block in image, and \( Q(x,y) \) is its neighboring block by 8-connectivity, the state transition matrix \( C = (c_{ij})_{1 \times L} \) is defined as:

\[ c_{ij} = \begin{cases} 
N(P(x,y) = s_i, Q(x,y) = s_j) & (i \neq j) \\
N(P(x,y) = s_i, Q(x,y) = s_i)/2 & (i = j)
\end{cases} \]  

(5)

From a statistical view, the large element \( c_{ij} \) implies a high possibility that the blocks in state \( s_i \) are connected with the blocks in state \( s_j \). Notice that the state transition matrix used in this paper only focuses on blocks in 8-connectivity.
Based on this enactment, the computational cost can be efficiently reduced, compared with color correlogram [16].

In conclusion, images are represented by their parameter sets \(\theta_A = (V, W, C)\), where \(V\) is the set of state feature value, \(W\) is the set of state feature weight and \(C\) is the state transition matrix. According to the experiments, less than 10 states usually provide a powerful characterization for the images.

IV. SIMILARITY MEASUREMENT

The states of images are decided according to the image contents, so the number of states and state feature values may vary from image to image. To match images with different number of states and different state feature values, the correspondences between image states are required.

Given two images represented by their parameter sets \(\theta_A\) and \(\theta_B\), similarity measurement is performed as following.

Step 1: The corresponding states between images are set up. The states of the two images are matched by the state feature values.

\[
E = \left\| v_A - v_B \right\|_2
\]

where \(v_A\) and \(v_B\) are the state feature values of two images. If \(E\) is smaller than the threshold, the \(i\)-th state of image \(A\) and the \(j\)-th state of image \(B\) are considered to be matched.

Step 2: The cooccurrence matrix between two images is constructed. The cooccurrence matrix can be viewed as the sub-division of state transition matrix, consisting of rows and columns where the matched states lie. Given image \(A\), having \(m\) corresponding states with image \(B\), then the cooccurrence matrix \(T = (t_{ij})_{m \times m}\) is defined as following

\[
t_{ij} = \frac{c_{ij}}{\sum_{k=1}^{c} c_{ik}},
\]

where \(C = \{c_{ij}\}_{1 \times 1}\) is the state transition matrix. The cooccurrence matrix element \(t_{ij}\) denotes the probability that the \(j\)-th state appears around the \(i\)-th state. Notice that the cooccurrence matrix only focuses on spatial relation between corresponding states, which is different from almost all other CBIR methods.

Step 3: The stationary distribution \(\Pi\) about the cooccurrence matrices of the two images are computed according to [18].

\[
\Pi = \frac{\sum_{i=1}^{m} a_i}{m}
\]

where \(A = [a_1, ..., a_m]^T = 1 + T + T^2 + ... + T^n/n + 1\).

Step 4: The similarity between images is measured. Supposing there are two images named \(A\) and \(B\) with \(m\) corresponding states, the similarity is computed with the parameter \(W\) and \(\Pi\), where \(W\) is the vector denoting state feature weight of corresponding states and \(\Pi\) is the stationary distribution of the corresponding states in [18]. The distance \(D\) is defined as

\[
D = \frac{D_1(W_A, W_B)}{D_2(W_A, W_B)} + D_3(\Pi_A, \Pi_B)
\]

where

\[
D_1(W_A, W_B) = \sum_{i=1}^{m} \frac{(w_A^i - w_B^i)^2}{w_A^i + w_B^i}
\]

\[
D_2(W_A, W_B) = \sum_{i=1}^{m} \min(w_A^i, w_B^i)
\]

\[
D_3(\Pi_A, \Pi_B) = \sum_{i=1}^{m} \left( \frac{\pi_A^i - \pi_B^i}{\pi_A^i + \pi_B^i} \right)^2
\]

In some cases, the users are only interested in a portion of the image, and the rest is unregarded. The localized CBIR systems retrieve only portion of the image with the help of the corresponding points and regions [2, 25]. However, the detection of corresponding points and regions is time consuming and sensitive to image noise. To deal with this problem, the neural network system is employed and the definition of distance \(D\) is partly improved as following

\[
D = \alpha \times \frac{D_1(W_A, W_B)}{D_2(W_A, W_B)} + \beta \times D_3(\Pi_A, \Pi_B)
\]

Firstly, a set of images containing the specific portion should be used to train the system and the parameters of \(\alpha, \beta, \gamma\) can be confirmed. Then the system can be used to retrieve interesting portion of images.

V. EXPERIMENT

The proposed approach has been tested on a database of 530 images from the Ground Truth Database [26]. Feature maps for test images are constructed firstly, and then image descriptors are modeled, which consist of set of state feature value, set of state feature weight, and state transition matrix. In comparison process, correspondences between states of query image and test images are built. Then the cooccurrence matrices are constructed and stationary distributions are used for comparison.

![Figure 2. Retrieval performance of some query images.](image)

Two examples are shown in figure 2. All the images in these examples are regular images with the size of 768 x 512 and they are divided into \(2^k \times 2^k\) blocks. Images which best satisfy the queries are retrieved. In the first example, the last image is not similar with the query image, and it shows that the distance between similar and dissimilar images is distinguishing enough.

The retrieval performance of the proposed method is compared with the traditional color histogram descriptor. A
1000-dimensional color histogram vector is extracted from images and five different kinds of images have been used for test. Table I shows our color-invariant (CI) based method is comparable to color histograms (CH), but with the smaller descriptor and lower computational load.

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH</td>
<td>71.43%</td>
<td>72.43%</td>
<td>83.34%</td>
<td>62.50%</td>
<td>76.92%</td>
</tr>
<tr>
<td>CI</td>
<td>85.72%</td>
<td>90.91%</td>
<td>83.34%</td>
<td>87.5%</td>
<td>84.61%</td>
</tr>
</tbody>
</table>

I. CONCLUSION

In this paper, a statistical image retrieval method is proposed. Different from most existing CBIR methods, the new image descriptor is with adaptive structures since representative colors are computed from each image instead of being fixed in the color space and accordingly, the image descriptor usually has very small structure. To characterize the images, the Markov chain model has been employed on color invariants to capture both the color information and the spatial information from images. In similarity measurement process, a novel two-stage weighted distance is defined, which also can be used for partial image retrieval. Experiment shows that the proposed method is comparable to the color histograms, robust to the changing illumination circumstances, and with the smaller descriptor and lower computational load.
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