Compressed Sensing Trilinear Model-based Angle Estimation for Bistatic MIMO radar
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Abstract—in this paper, we address the transmit angle and receive angle estimation problem for a bistatic multiple-input multiple-output (MIMO) radar. This paper links MIMO radar angle estimation problem to the compressed sensing trilinear model. Exploiting this link, it derives a compressed sensing trilinear model-based angle estimation algorithm, which can obtain automatically paired two-dimensional angle estimation. The proposed algorithm requires no spectral peak searching or pairing matching, and it has better angle estimation performance than conventional algorithms including estimation of signal parameters via rotational invariance techniques (ESPRIT) algorithm. Simulation results illustrate performance of the algorithm.
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I. INTRODUCTION

Since multiple-input multiple-output (MIMO) radars use multiple antennas to simultaneously transmit diverse waveforms and utilize multiple antennas to receive the reflected signals, they have many potential advantages over conventional phased-array radar [1-5]. Transmit angle and receive angle estimation algorithms for MIMO radar have been investigated in Refs.[6-12]. In Ref. [6], estimation of signal parameters via rotational invariance techniques (ESPRIT) algorithms exploited the invariance property of both the transmit array and the receive array for direction estimation in MIMO radar systems. Ref. [7] presented another ESPRIT algorithm without pairing, whose complexity was lower than Ref. [6], but they both have almost the same angle estimation performance. Parallel factor (PARAFAC) algorithm has been used for detection and localization of multiple targets in a MIMO radar system [8, 9], and adaptive PARAFAC algorithm was proposed in [10] to support on-line applications. In this paper, we propose a compressed sensing trilinear model-based angle estimation algorithm, whose angle estimation performance is better than ESPRIT algorithm.

It is well known that a large number of signal processing methods are based on the theory of matrix or the bilinear model [12]. In general, matrix decomposition is not unique, since inserting a product of an arbitrary invertible matrix and its inverse in between two matrix factors preserves their product. Matrix decomposition can be unique only if one imposes additional structural properties including orthogonality, Vandermonde, Toeplitz, constant modulus and finite-alphabet constraints. Compared with the case of matrices, trilinear model or trilinear decomposition has a distinctive and attractive feature: it is often unique [12]. The uniqueness of trilinear decomposition is of great practical significance, which is important in many applications such as psychometrics, chemistry and biology. In the signal processing field, trilinear decomposition can be thought of as a generalization for ESPRIT and joint approximate diagonalization [13-15].

Compressive sensing [16-17] has attracted a lot of attention in the last decade, and it has been applied to a variety of problems, including image reconstruction and restoration, wavelet denoising, feature selection in machine learning, radar imaging and penalized regression [18]. The super-resolution property and ability of resolving coherent sources can be achieved when apply it in the source location [19]. Lots of the location methods using compressive sensing just use one snapshot and are very sensitive to the noise, for multiple snapshots, $\ell_1$-SVD method [18] employs $\ell_1$ norm to enforce sparsity and singular value decomposition to reduce complexity and sensitivity to noise, and sparse recovery for weighted subspace fitting (SRWSF) [19] improved the $\ell_1$-SVD method via the weight to the subspace. However, both the method in [18] and [19] have a common problem, which is the choice of the regularization parameter, and so a prior knowledge of the noise may be known.

This paper links the problem of MIMO radar angle estimation to the compressed sensing trilinear model. Exploiting this link, it derives the compressed sensing trilinear model-based angle estimation algorithm for MIMO radar, which has better angle estimation performance than ESPRIT algorithm. The proposed algorithm can obtain automatically paired two-dimensional angle estimation. Simulation results illustrate performance of the proposed algorithm.

Notation: $(\cdot)^*$, $(\cdot)^T$, $(\cdot)^H$, $(\cdot)^+$ and $(\cdot)^-$ denote complex conjugation, transpose, conjugate-transpose, inverse, pseudo-inverse operations, respectively. $\| \cdot \|_F$ presents Frobenius norm; $\text{diag}(\mathbf{v})$ stands for diagonal matrix whose diagonal is a vector $\mathbf{v}$; $\mathbf{I}_K$ is a $K \times K$ identity matrix; $\otimes$ and $\circ$ are the Kronecker product and Khatri–Rao product, respectively; $\text{min}(\cdot)$ is to get minimum elements of an array; $\text{angle} (\mathbf{b})$ is to get the phase angles for each element of complex array $\mathbf{b}$. $D_n (\mathbf{A})$ stands for a diagonal matrix constructed out of the $n$th row of $\mathbf{A}$.
II. DATA MODEL

We consider a bistatic MIMO radar system with array antennas containing an M-element-array transmitter and an N-element-array receiver, both of which are uniform linear arrays (ULAs) with half-wavelength spacing. We assume that there are K uncorrelated targets, and the output of the matched filters at the receiver can be expressed as [6]

\[ x(t) = [a_1(\theta_t) \otimes a_1(\theta_r), \ldots, a_K(\theta_t) \otimes a_K(\theta_r)]b(t) \]  

where \( \theta_t, \theta_r \) are the transmit and receive angle of the \( k \)th target, respectively; \( b(t) = [b_1(t), b_2(t), \ldots, b_K(t)]^T \), and \( b_k(t) = \beta_k e^{j2\pi f_k t} \) with \( f_k \) being Doppler frequency and \( \beta_k \) the amplitude. \( a_k(\theta) \otimes a_k(\theta) \) is the Kronecker product of the receive and the transmit steering vectors for the \( k \)th target. We assume \( a_k(\theta) \) and \( a_k(\theta) \) are constant for L samples, and define \( X = [x(1), x(2), \ldots, x(L)] \), which can be expressed as

\[ X = [A_x \circ A_r]B^T \]  

and the amplitude. \( n \) is equal to \( 1, 2, \ldots, N \). In the presence of noise, the signal model becomes

\[ \tilde{X}_n = A_x D_x A_y B^T + V_n, n = 1, 2, \ldots, N \]  

where \( V_n \) is the noise at the nth slice. Eq. (3) is also denoted with the trilinear model [12]. Thus, \( X_n \) in Eq. (2) is denoted as

\[ X_n = A_x D_x A_y B^T, n = 1, 2, \ldots, N \]  

where \( A_x = [a_1(\theta), a_2(\theta), \ldots, a_N(\theta)] \in \mathbb{C}^{M \times N} \) and \( A_y = [a_1(\theta), a_2(\theta), \ldots, a_N(\theta)] \in \mathbb{C}^{N \times N} \) are the transmit respectively, and the receive direction matrix, respectively. \( A_x \circ A_r \) is the Kronecker product of the receive and the transmit steering vectors for the \( k \)th target. We assume \( A_x \) and \( A_r \) are constant for L samples, and define \( X = [x(1), x(2), \ldots, x(L)] \), which can be expressed as

\[ X = [A_x \circ A_r]B^T \]  

A. Compression

As a first step, we compress the three-way array \( X \in \mathbb{C}^{M \times N \times L} \) into a (usually much) smaller three-way array \( X' \in \mathbb{C}^{M' \times N' \times L'} \), where \( M' < M \), \( N' < N \) and \( L' < L \).

We define the compressed matrices as \( U \in \mathbb{C}^{M' \times M} \), \( V \in \mathbb{C}^{N' \times N} \) and \( W \in \mathbb{C}^{L' \times L} \), which can be obtained after the tucker3 model [20].

Then the compressed three way array can be expressed as

\[ X' = [A_x' \circ A_r']B'^T \]  

where \( A_x' = U^H A_x \), \( A_r' = V^H A_r \) and \( B' = W^H B \).

B. Trilinear Decomposition

Trilinear alternating least square (TALS) algorithm is a common data detection method for the trilinear model [12]. The principle of TALS can be adopted to fit low rank trilinear models. We concisely show the basic idea behind TALS for three major steps: 1) Update one matrix each time using LS, which is conditioned on previously obtained estimates for the remaining matrices; 2) Proceed to update the other matrices; 3) Repeat until convergence of the LS cost function. TALS algorithm is discussed as follows.

According to (7), least squares (LS) fitting is

\[ \min_{A_x', A_r', B'} \| \tilde{X}' - [A_x' \circ A_r']B'^T \|_F \]  

where \( \tilde{X}' \) is the noisy compressed signal. LS update for the matrix \( B' \) is
\[
\hat{\bf B}' = [\hat{\bf A}_h \circ \hat{\bf A}'_r] \hat{\bf X}'
\]
where \(\hat{\bf A}_r\) and \(\hat{\bf A}'_r\) are previously obtained estimates of \(\bf A_r\) and \(\bf A'_r\), respectively. According to Eq. (8), LS fitting is
\[
\min_{\hat{\bf A}_r,\hat{\bf A}'_r} \| \hat{\bf Y}' - ([\hat{\bf A}_r \circ \hat{\bf B}] \hat{\bf A}'_r) \|^2
\]
where \(\hat{\bf Y}'\) is the noisy compressed signal. LS update for \(\bf A'_r\) is
\[
\hat{\bf A}'_r = ([\hat{\bf A}'_r \circ \hat{\bf B}]) \hat{\bf Y}'
\]
where \(\hat{\bf Y}'\) and \(\hat{\bf B}'\) stand for the previously obtained estimates of \(\bf A'_r\) and \(\bf B\), respectively. Similarly, according to Eq. (9), LS fitting is
\[
\min_{\hat{\bf A}_r,\hat{\bf A}'_r} \| \hat{\bf Z}' - ([\hat{\bf B}' \circ \hat{\bf A}'_r]) \hat{\bf Z}' \|^2
\]
where \(\hat{\bf Z}'\) is the noisy compressed signal. LS update for \(\bf A'_r\) is
\[
\hat{\bf A}'_r = ([\hat{\bf B}' \circ \hat{\bf A}_r]) \hat{\bf Z}'
\]
where \(\hat{\bf A}_r\) and \(\hat{\bf B}'\) stand for the previously obtained estimates of \(\bf A'_r\) and \(\bf B\), respectively. According to (11), (13) and (15), the matrices \(\bf B\), \(\bf A'_r\) and \(\bf A'_r\) are updated with least squares, respectively. The matrix update is repeated until convergence.

C.Angle estimation with Sparsity

After the trilinear decomposition, the estimation of \(\bf A'_r\), \(\bf A'_r\) and \(\bf B\) can be obtained. Use \(a'_s\) and \(a'_s\) to denote the k-th column of \(\bf A'_r\), \(\bf A'_r\) respectively. And
\[
a'_s = [U' a'_s, \alpha_1, ..., a'_s] = [U' a'_s, \alpha_2]
\]
where \(a'_s\) and \(a'_s\) is the k-th column of \(\bf A'_r\), \(\bf A'_r\) respectively. \(\alpha_1\) and \(\alpha_2\) denote the scaling coefficients.

Let \(\tilde{\phi}, \tilde{\phi}, ..., \tilde{\phi}\) and \(\hat{\phi}, \hat{\phi}, ..., \hat{\phi}\) be a sampling grid of all transmit angle and receive angle, respectively. \(P>>K\) and \(Q>>K\). We construct a matrix composed of steering vectors corresponding to each potential target location as its columns: \(\Theta_r = [a_r(\tilde{\phi}), a_r(\hat{\phi}), ..., a_r(\hat{\phi})]\) and \(\Theta_s = [a_s(\tilde{\phi}), a_s(\hat{\phi}), ..., a_s(\hat{\phi})]\). If \(\hat{\phi} = \tilde{\phi}\), then \(a'_r = \Theta_s e_p\), with \(e_p\) being \(P \times 1\) sparse vector, the p-th element is 1 and others are zeros. Similarly for the receive angles.

Then the transmit angle and receive angle can be obtained via \(l_0\)-norm constraint,
\[
\hat{\phi} = \min_{\hat{\phi}} \| a'_s - U' a'_s(\hat{\phi})(U' a'_s(\hat{\phi}))^* e_p \|, p = 1, ..., P
\]
\[
\hat{\phi} = \min_{\hat{\phi}} \| a'_s - V' a'_s(\hat{\phi})(V' a'_s(\hat{\phi}))^* e_q \|, q = 1, ..., Q
\]
As the columns of the estimated matrix are automatically paired, then the angle estimations can be automatically paired.

D.Complexity analysis and CRB

The proposed algorithm has lower computational complexity than trilinear decomposition-based method. The proposed algorithm requires \(O(K^3 + MNLK')\), while the trilinear decomposition algorithm needs \(O(K^3 + MNLK)\).

According to Ref. [21], we can derive the CRB in bistatic MIMO radar
\[
CRB = \frac{\sigma^2}{2J} \left[ \Re [D' \Pi_0 D \circ \bar{P}'] \right]^{-1}
\]
where \(\bar{A} = [a_r(\tilde{\phi}) \circ a_r(\tilde{\phi}), ..., a_r(\hat{\phi}) \circ a_r(\hat{\phi})]\), \(a_k\) the k-th column of \(\bf A\), and \(\bar{P} = \frac{1}{2} \sum i b(i)b^H(i)\); \(\sigma^2\) is the noise power. \(\Pi_0 = I_M - A(A'^H A)^{-1}A'^H\).

D. Simulation results

Define root mean squared error (RMSE) of the angles as
\[
\frac{1}{\sum_{k=1}^{K} \sqrt{\sum_{l=1}^{L} (\hat{\theta}_l, \hat{\phi}_l - (\theta_l, \phi_l))^2}}, \quad \hat{\theta}_l, \hat{\phi}_l \text{ is the estimate of DOD / DOA } (\theta_l, \phi_l) \text{ of the } l\text{-th Monte Carlo trial.}
\]
In the following simulations, we normally adopt the bistatic MIMO array system with \(M = 8\) and \(N = 6\), and assume that there are three non-coherent targets with their angles correspondingly distributed as \((\theta_l, \phi_l) = (10^\circ, 20^\circ)\), \((\theta_l, \phi_l) = (30^\circ, 45^\circ)\), respectively. The RCSSs and Doppler frequencies are \((\beta_l, \beta_s) = [0.8, 0.5, 0.6]\) and \((f_1, f_2, f_3) = [100Hz, 2550Hz, 5000Hz]\), respectively.

Figs. 2 depict angle estimation result of the proposed algorithm for all three targets with SNR(Signal-to-Noise Ratio) = 0dB, respectively. It is shown that the DODs and DOAs can be clearly observed.

Fig. 3 presents the comparison between the proposed algorithm, the ESPRIT algorithm, the conventional trilinear decomposition-based method and CRB. From Fig. 4, we can find that the angle estimation performance of the proposed algorithm is better than that of ESPRIT algorithm, and has almost the same performance as that of the conventional trilinear decomposition-based method.
In this paper, we link MIMO radar angle estimation problem to the compressed sensing trilinear model. Exploiting this link, it derives a compressed sensing trilinear model-based angle estimation algorithm, which can obtain automatically paired two-dimensional angle estimation. The proposed algorithm requires no spectral peak searching or pair matching, and it has better angle estimation performance than ESPRIT algorithm and has almost the same performance as that of conventional trilinear decomposition-based method.
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