The application of ARIMA-RBF model in urban rail traffic volume forecast
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Abstract—Due to various factors, passenger flow has nonlinear characteristics. Autoregressive Integrated Moving Average Model (ARIMA model) is suitable for non-stationary time series forecasting while RBF neural network is a kind of forward neural network which has good approximation performance and is suitable for processing nonlinear problem. In this paper, we combine the ARIMA model and RBF neural network model to formulate the ARIMA - RBF model by analyzing passenger flow’s temporal characteristics, the mechanism of ARIMA model with RBF model. We use the proposed model which used to forecast Beijing urban rail transit passenger flow and obtain a good prediction result.
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I. INTRODUCTION

Passenger flow prediction is the base of urban rail transit planning and operation management, which has become an important part in urban rail transit construction. Time series method is the most widely used passenger flow prediction method. The time series method originated in 1927. In recent years, ARIMA model has been one of the main methods of prediction. It is the basic thought’s foundation of many kinds of time series methods. Yao et al. [1] applied ARIMA model in traffic flow trend forecast, and got a better prediction results. Chi et al. [2] predicted the coal consumption with ARIMA model. Yama et al. [3] showed that the RBF neural network could accurately predict highway short-term traffic flow and the results showed that the RBF neural network model is suitable for complex, nonlinear conditions. It doesn’t assume that the analysis of time series is linear, so nonlinear time series prediction can’t achieve the best results.

Neural network is a kind of new prediction methods, and it is suitable for complex, nonlinear conditions. It doesn’t need to establish accurate mathematical model, and has good self-organizing, adaptability, strong learning ability and anti-interference ability [4]. The related models include BP neural network model, multi-layer perceptron neural network and radial basis function neural network, dynamic neural network, the neural network model, and so on. These models have been widely applied in the field of prediction. For example, Deng [4] used the BP neural network model to predict highway passenger quantity, and has obtained a better prediction results. Xiao et al. [5] used RBF neural network to forecast highway short-term traffic flow and the results showed that the RBF neural network could accurately predict high-speed traffic flow. Li Xiaojun [6] proposed to use radial basis neural network to predict short-term railway passenger flow.

In recent years, many scholars consider to use different prediction methods to build combinatorial prediction model so as to improve the accuracy of prediction. Tsung-Hsien Tsai [7] proposed sequence unit neural network model and parallel combination neural network to forecast the railway passenger transport demand. Zheng [8] combined Bayesian method with neural network for the short-term prediction of highway traffic flow, and the results showed that the combinatorial model predicts are more effective than single neural network model.

Urban rail transit passenger flow has sequence characteristics. It has year, month, week, day changes rules. One of the most obvious sequence characteristics of passenger flow is week cycle. In each cycle, passenger flow has similar changing trends. Due to a variety of factors, passenger flow’s change in each cycle is different and has nonlinear characteristics. In this paper, we build ARIMA-RBF model to forecast the urban rail transit passenger flow which has periodic and nonlinear characteristics. The main job of this paper are: (1) to sum up the passenger flow's temporal characteristics, the mechanism of ARIMA model with RBF model. ARIMA method now has complete modeling methods while it still has some limitations. It assumes that the analysis of time series is linear, so nonlinear time series prediction can’t achieve the best results.

A. ARIMA MODEL

The actual passenger flow sequence is always a nonstationary time series, and it is needed to transform the nonstationary time series into stationary time series. The conversion method is difference method. Supposing $x_t$ is a nonstationary time series.

$$y_t = (1 - B)^d x_t$$  \hspace{1cm} (1)

Where $y_t$ and $B$ are stationary time series and difference operator.

If the time series is cycle time series and the cycle is $s$,
Then in ARMA(p, q) model, the time series $y_t$ has the form:

$$y_t = \nabla^d x_t = \left(1 - B^d\right)x_t$$  \hspace{1cm} (2)

Where $y_t$ is the observation value at $t$ time. $\{\varepsilon_t\}$ is white noise sequence with mean of zero. $\phi_i (i=1, 2, 3...p)$ and $\theta_j (i=1, 2, 3...q)$ are model parameters. P and q are integers and often referred to as orders of the model. If q = 0, then Eq. (3) becomes an AR model of order p. When p = 0, the model reduces to an MA model of order q. One central task of the ARIMA model building is to determine the appropriate model order (p, q).

By applying operator polynomial, the Eq.(3) can be expressed as:

$$\phi(B)y_t = \theta(B)\varepsilon_t$$  \hspace{1cm} (4)

where, $\phi(B) = 1 - \phi_1 B - \phi_2 B^2 - \cdots - \phi_p B^p$

$\theta(B) = 1 + \theta_1 B + \theta_2 B^2 + \cdots + \theta_q B^q$

ARIMA(d, p, q) model has the form:

$$\phi(B)(1 - B)^d x_t = \theta(B)\varepsilon_t$$  \hspace{1cm} (5)

### III. RBF NEURAL NETWORK MODEL

RBF neural network is a kind of forward neural network with good approximation performance and has the advantages of simple structure, fast learning, no local minimum and so on [3]. RBF neural network has three layer structures: input layer, hidden layer and output layer. The general RBF neural network structure is shown in figure 1.

![Figure 1. A general architecture of RBF neural network](image)

Where $x_1, x_2, \ldots, x_n$ are input values, $n$ is the hidden node, $F(x)$ denote the output of the model, $(\omega_1, \omega_2, \ldots, \omega_m)$ represent the weight between Hidden layer and output layer. The weight between input layer and Hidden layer are 1.

The output of hidden layer nodes $i$ is

$$u_i = R \left[ \frac{\|X - C_i\|}{\sigma_i} \right]$$  \hspace{1cm} (6)

Where $i = 1, 2, \cdots, m$, $R$ is radial basis function, $C_i$ is the center of radial basis function’s neuron $i$, $\sigma_i$ is the width parameters of the radial basis function neurons, $\|X - C_i\|$ is European norm.

Hidden layer can choose different function. It is usually to use Gaussian function as the radial basis function, namely

$$R(x) = \exp\left(\frac{-x^2}{2}\right)$$  \hspace{1cm} (7)

So the output of RBF neural network is

$$F(x) = \sum_{i=0}^{m} w_i \exp\left(\frac{-\|X - C_i\|}{2\sigma_i^2}\right)$$  \hspace{1cm} (8)
IV. ARIMA-RBF MODEL

ARIMA model is suitable for linear condition forecasting while RBF neural network model is suitable for nonlinear condition forecasting. In fact, passenger flow’s change not only has linear rule but also has nonlinear law. In this article, we combine ARIMA model with RBF neural network model and establish ARIMA-RBF model. ARIMA-RBF model can both fit passenger flow sequence’s linear rules and nonlinear law.

It may be reasonable to consider a passenger flow series to be composed of a linear autocorrelation structure and a nonlinear component. That is,

$$y_t = L_t + N_t$$  \hspace{1cm} (9)

Where $L_t$ denotes the linear component and $N_t$ denotes the nonlinear component. These two components have to be estimated from the data. First, we use ARIMA to model the linear component, then the nonlinear relationship is contained in the residuals from the linear model. Let $e_t$ denote the residual at time $t$ from the linear model, then

$$e_t = y_t - \hat{L}_t$$  \hspace{1cm} (10)

Where $\hat{L}_t$ is the predicted value of ARIMA model at time $t$. $e_t$ contains nonlinear relationship of the passenger flow. By modeling residuals using RBF model, nonlinear relationships can be discovered. With $n$ input nodes, the RBF model for the residuals will be

$$e_t = f(e_{t-1}, e_{t-2}, \cdots, e_{t-n}) + \epsilon_t$$  \hspace{1cm} (11)

Where $f$ is a nonlinear function determined by the RBF neural network and $\epsilon_t$ is the random error. Let RBF neural network prediction error results is $\hat{N}_t$, then

$$\hat{y}_t = L_t + \hat{N}_t$$  \hspace{1cm} (12)

The analysis shows that ARIMA - RBF combination forecasting model is divided into two parts. First, the passenger sequence linear prediction with ARIMA model. Then we use RBF neural network to forecast ARIMA prediction error. The hybrid model combines the unique feature and strength of ARIMA model and ANN model in determining different patterns. Thus, it could be advantageous to improve the overall modeling and forecasting performance.

V. EMPIRICAL RESULTS

A. Beijing rail transit passenger flow sequence characteristics analysis

In this article, we select the Beijing metro line one’s passenger flow from February 21, 2011 to May 27, 2012 to forecast passenger flow from May 28, 2012 to June 3. The passenger volume change trend chart is shown as below.

![Figure 2. The change trend of line one passenger flow during February 21, 2011 to May 27, 2012](image)

From the Fig.2 we can see that passenger flow volume in every week has similar change trend. The difference between holidays and ordinary day is bigger. So we choose full week ordinary day passenger flow from February 21, 2011-2012 to May 27 as history passenger data. The statistics time interval is one day.

![Figure 3. The change trend of line one ordinary day passenger flow during February 21, 2011 to May 27, 2012](image)

As we can see, between February 21, 2011 and May 27, 2012, line one’s ordinary day passenger flow occur regular changes within a week. Monday to Thursday are working days, passenger volume’s change is not very big. Friday’s passenger volume is significantly big. On Saturday and Sunday, the passenger flow number declines, and is far less than the working days. In addition, we can see ordinary day passenger flow presents the volatility. It is stationary time series. So the passenger flow sequence has nonstationarity and cyclical characteristics.

B. Prediction Results

In this paper, we use full weeks’ ordinary day passenger flow during February 21, 2011 to May 27, 2012 to forecast the passenger flow during May 28, 2012 to June 3. First of
all, we transform the non-stationary passenger flow sequence into stationary passenger flow sequence by difference calculating. Then, we use ARIMA model and the passenger flow data during February 21, 2011 to December 18, 2011 to predict passenger flow during January 9, 2012 - May 27, 2012 and get ARIMA model prediction error. The prediction error can be used as the input of RBF neural network, and we get the prediction value of ARIMA model error. At last, adding the ARIMA model prediction value and RBF model’s prediction value, we can get the final passenger flow prediction during May 28, 2012 - July 3, 2012.

In this paper, we use ARIMA model, RBF neural network model and ARIMA - RBF model to predict Beijing metro line one’s passenger flow during May 28, 2012 to June 3, 2012 and use mean absolute relative percentage error (MAPE) as the prediction results’ evaluation indicator. The calculation formula is:

$$MAPE = \frac{100}{7} \sum_{i=1}^{7} \left( \frac{y_i - \hat{y}_i}{y_i} \right)$$  \hspace{1cm} (13)

Where $y_i$ and $\hat{y}_i$ are the predicted value and the observation value on day $i$ in the forecast week. The MAPE of three models in the forecast week is shown as follow.

![Mean Relative Absolute Percentage Error of Three Models](image)

The mean relative absolute percentage error of three models.

In the fig.4, we can conclude that, the MAPE of ARIMA-RBF model is the minimum. ARIMA model’s MAPE is the largest. ARIMA - RBF model’s average daily forecast error is 2% and ARIMA model’s average prediction error is 14%. RBF neural network’s prediction error is between the ARIMA model and ARIMA - RBF model. So ARIMA-RBF model’s predict result is the best.

VI. CONCLUSION

In this paper, we propose to take a combining approach for urban rail transit passenger flow forecasting. The linear ARIMA model and the nonlinear RBF model are used jointly, aiming to capture different forms of relationship in the passenger flow series data. The hybrid model takes advantage of ARIMA model and RBF model in linear and nonlinear modeling.

For real problems that have linear and nonlinear correlation structures, the ARIMA-RBF model can be an effective way to improve forecasting performance. The example’s result with real passenger flow data clearly suggest that the hybrid model performs better than each single model used in the hybrid model.
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