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TABLE L THE TESTING RESULTS OF DIFFERENT ALGORITHMS
algorithm evolution operation operation results
generations(G) results of of Rosenbrock
Griewank function
function

GA 5000 153.98 497.79

DE 5000 312.78 2378
FADE 5000 0.5741 41.59

MC 50 269.7 1145.68

MC 5000 2.68e-7 43.94
DEMC 50 184.6 45.632
DEMC 5000 8.43e-4 3.53

Test results from Table 1 can be seen the superiority of
DEMC. Especially for the Rosenbrock function tests, other
algorithms have mnot found the optimal solution.
Experimental tests of DEMC closest optimal solution, the
higher accuracy of solution value can be obtained.
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Figure 4. The convergence curve of DEMC testing Griewank function
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Figure 5. The convergence curve of DEMC testin Rosenbrock function

About fifty-dimensional variable Griewank test function,
After 5,000 generations of evolution, FADE convergence
value can converge to 0.5741, which is far superior to the
convergence value of DE, it is 312.78, but more less than the

optimization value of DEMC, DEMC only needed average
36.3 generation can get the function value is less than 0.5741.
Obviously, for the optimization method of DEMC, which
convergence speed faster than FADE. When the number of
variables increased, complexity of the problem would
increase exponentially. Used DEMC to solve 2000
independent variables of Griewank function and Rosenbrock
function are shown in Figure 4,5, after 1000 generations, the
result of Griewank function is reduced to 0.405,and the result
of Rosenbrock function is reduced to 3.53,which is superior
to FADE solving Griewank function and Rosenbrock
function of 5000-dimensional variables to obtain the optimal
function value.

IV. CONCLUSIONS

The simulation results above showed that the DEMC is
an efficient optimal method, the results can be infinitely
close to the optimal solution. Membrane computing was still
in the stage of theoretical research, in this paper, the
performance of proposed DEMC and its other applications
need further study. Finally, The DEMC algorithm has the
following advantages:

1) The algorithm is generic and does not depend on the
problem of information;

2) The method is simple, easy to implement;

3) Groups, search, with the capacity of the memory of
individual optimal solution;

4) Cooperative search, with the ability of individual local
information and groups global information guidance
algorithm to search further;

5) Easily mixed with other algorithms, construction
algorithms with better performance.

REFERENCES
(1

Storn R, Price K. Differential evolution —A simple and efficient
adaptive scheme for global optimization over continuous spaces.
Berkeley: University of California, 2006.

[2] Lampinen J. A bibliography of differential evolution algorithm [EB/

OL]. (2002210214). Http: / / www. lut .fi/~jlampine/debiblio. htm.

B. Liu, L. Wang, Y.H. Jin, et al. Advances in particle swarm
optimization algorithm. Control and Instrument s in Chemical
Industry, 2005, 32 (3): 126.

Gh. Paun. Computing with membranes. Journal of Computer and
System Sciences, 61, 1(2000), 108-143.

X.F. Xie, W.J. Zhang, G.R. Zhang, et al. Empirical study of
differential evolution. Control and Decision, 2004, 19 (1): 49252, 56.
B. Liu, L. Wang, Y.H. Jin. Advances in differential evolution.
Control and Decision.2008, 22(7), 721-729.

S.J. Yuan, X.S. Gu. A Differential Evolution Based Membrane
Computing Algorithm. Shanghai Institute of Chemistry and Chemical
Engineering 2010 Annual Conference Proceedings (automated
thematic), 2010.

J. Liu, J. lampinen. A fuzzy adaptive differential evolution algorithm.
Soft Computing.2005, 9(6):448-462.

L. Huang, N. Wang. An Optimization Algorithm Inspired by
Membrane Computing. Lecture Notes in Science.2006:49-52.

(3]

(4]
B3]
(6]
(7]

(8]
[]

Published by Atlantis Press, Paris, France.
© the authors

1221





