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Abstract—This paper provides an algorithm, which is based on that kernelized fuzzy C-means uses on the study of source code mining, to solve the problem that the large number of quantities, multiple attributes and most of them discrete of software engineering. By using this algorithm, we can improve the efficiency of mining and seek faster and more effective cluster approaches. Meanwhile, we can also solve the problem that the KFCM algorithm can not cluster text data directly. Then we can over the defect of only being able to obtain the minimum values by integrating KFCM and genetic algorithm. Finally, the experiment shows that the improved KFCM algorithm has a good clustering performance and high efficiency on data mining.
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I. INTRODUCTION (HEADING 1)

Source code mining is becoming more and more concerned with the expansion of the research areas of data mining. KFCM is used in the research of source code mining to find the discipline hidden in source code. In this paper, we combine KFCM with genetic algorithm to get a global optimal solution.

II. DATA PREPROCESSING

We preprocess data in the way of TF-IDF, because discrete text data can not be clustered by KFCM. The weights of the feature are represented by the product of term frequency and inverse document frequency.

\[ W = TF \times IDF = TF \times \frac{1}{DF} \]  

(1)

In the above formular, TF is the occurrence frequency of entry (t) in document (d). And IDF is the inversely proportional to the occurrence frequency of entry (t) in document.

The basic idea of this theory is that if the quantity of document include entry t is smaller and the value of IDF is bigger, entry t have a good category distinguishing ability. On the contrary, t have a poor one. In fact, if a entry appears in a type of documents frequently, it can represent the characteristics of this type of documents appropriately. And we can make it as a feature word of this type of documents to distinguish to another types.

III. KERNELIZED FUZZY C-MEANS

We assume X is a data sample collection and \( X = \{x_1, x_2, \cdots, x_n\} \) . Firstly, we transform input space (\( x \)) transform into a high-dimensional feature space (F) by a nonlinear mapping, \( \phi: x \rightarrow F(X \in R^n \rightarrow \phi(k) \in R^p) \). Then we cluster in feature space. In this way, the objective function of KFCM in feature space is as the following.

\[ J_n = \sum_{i=1}^{c} \sum_{k=1}^{n} u_{ik}^m \left\| \phi(x_i) - \phi(v_i) \right\|^2 \]  

(2)

In this formular, V is clustering center and \( V = \{v_1, v_2, \cdots, v_n\} \). \( \phi(v_i) \) is image of clustering center in corresponding feature space. U is fuzzy partition matrix and \( U = \{u_{ik} \in [0,1]\}_{c \times n} \). \( u_{ik} \) is the membership of No. k data to No. i type and \( \sum_{i=1}^{c} u_{ik} = 1 \), \( \forall k \), \( 0 < \sum_{k=1}^{n} u_{ik} < 1 \). m is fuzzy control index and it controls the degree of fuzzy. We use \( \left\| \phi(x_k) - \phi(x_i) \right\|^2 \) to represent the distance between center \( v_i \) and original data \( x_k \) mapped by \( \phi \) in feature space.

In this paper, we use Gaussian function as Kernel function.

\[ K_g(x, y) = \exp \left( -\frac{\|x - y\|^2}{2\sigma^2} \right) \]  

(3)

The step of KFCM is as the following:

Step 1: Update the membership by the following formular. Then we can get the partition matrix \( U^{(b)} \).
\[
\sum_{i=1}^{n} \left( \frac{1}{K(x_i, x_j) + K(v_i^{(b)}, v_j^{(b)}) - 2K(x_i, v_j^{(b)}))^{1/(m-1)}} \right) \right) \right)
\]

**Step 2:** Update the clustering centers by the following formula. Then we can get the clustering centers matrix \( V^{(b+1)} \).

\[
v_j^{(b+1)} = \frac{\sum_{k=1}^{n} \left( u_{ik}^{(b)} \right)^m K(x_k, v_j^{(b)}) x_k}{\sum_{k=1}^{n} \left( u_{ik}^{(b)} \right)^m K(v_j^{(b)}, x_k)}
\]

**Step 3:** If \( \| r^{(b)} - V^{(b+1)} \| < \varepsilon \), the algorithm stops, then outputs the partition matrix \( U \) and clustering centers matrix \( V \). Otherwise, makes \( b \) add 1, then turn back to Step 1.

The algorithm clusters in feature space (R^2). KFCM is only an algorithm which has a good ability in local search. And it always gets a local optimal solution but a global one.

**IV. KFCM BASED ON GENETIC ALGORITHM**

Because of the above disadvantages of KFCM, we use genetic algorithm to improve it.

**A. Coding and population initialization**

The substance of real number coding, which makes clustering center as chromosome, is that look the string composed by \( c \) clustering centers as a chromosome. Additionally, each clustering center has \( r \) properties. So the length of chromosome is a code-string of real number (c×r). Initializing population, we can get initialized population composed by \( M \) chromosomes.

**Step 1:** Generate the partition matrix (U) at random.

**Step 2:** Calculate the initial clustering center matrix (V) according to formula (5).

**Step 3:** Make the clustering centers as a chromosome according to encoding scheme.

**B. Fitness function**

The fitness function used in this paper can be defined as the following.

\[
Fitness = \frac{1}{1 + \sum_{i=1}^{n} \sum_{j=1}^{m} u_{ij}^m \| \Phi(x_i) - \Phi(v_j) \|^2}
\]

**C. Genetic operation and optimization of KFCM**

Selected operators are used to realize survival of the fittest of unit in group in genetic algorithm. Because KFCM has a good ability in local search, the results must be KFCM optimized after a running of genetic algorithm. The optimized population comes into the next generation group in order to improve the convergence speed.

**D. Clustering algorithm**

The process of KFCM based on genetic algorithm is as the following.

**Step 1:** Initialization. Input sample X, the number of clustering \( c \), the scale of group \( M \), crossover probability \( P_c \), mutation probability \( P_m \) and the maximum generation maxgen.

**Step 2:** Coding. Initialize the group at random and get \( P(0) \).

**Step 3:** for \( t = 1 \) : maxgen. Calculate fitness of the unit in \( P(t) \) group. Get the next generation group \( P(t+1) \).

**Step 4:** Get the optimal unit in the last generation after cycle of operation.

**V. EXPERIMENT DESIGN AND RESULTS**

We use FCM, KFCM and SGAKFCM in the experiment with Weka3.5.71 to test the clustering effect and efficiency of the three algorithm. We choose software of Matlab 2008a and hardware of Pentium 4 3.0 GHz and Memory 1G.

**A. Built data input model**

We choose Class and ClassMember to built model. The input model is as the following table 1 and 2.

**TABLE 1 CONSTRUCTION OF THE CLASS INPUT MODEL**

<table>
<thead>
<tr>
<th>Property</th>
<th>ClassID</th>
<th>ClassName</th>
<th>InheritedFrom</th>
<th>Package</th>
<th>IsImplemented</th>
<th>ImplementTo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description</td>
<td>ClassID</td>
<td>ClassName</td>
<td>SuperClassName</td>
<td>Package</td>
<td>Yes/No</td>
<td>ClassMemberID</td>
</tr>
</tbody>
</table>

**TABLE 2 CONSTRUCTION OF THE CLASSMEMBER INPUT MODEL**

<table>
<thead>
<tr>
<th>Property</th>
<th>MemberID</th>
<th>MemberName</th>
<th>Type</th>
<th>ClassName</th>
<th>IsStatic</th>
<th>IsBasicType</th>
<th>Modifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description</td>
<td>MemberID</td>
<td>MemberName</td>
<td>Type</td>
<td>ClassName</td>
<td>IsStatic</td>
<td>IsBasicType</td>
<td>Modifier</td>
</tr>
</tbody>
</table>

**B. Experiment result**

We make experiment with 994 classes and 4116 classmembers of Weka code. The results are as the following table 3 and 4.

**TABLE 3 CLUSTERING RESULTS IN THE DATA SET ON THE 994 CLASS MEMBERS**

<table>
<thead>
<tr>
<th>Class</th>
<th>Algorithm</th>
<th>The Amount Of Data</th>
<th>Optimal Number Of Clusters</th>
<th>The Actual Number Of Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FCM</td>
<td>994</td>
<td>13</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>KFCM</td>
<td>994</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>SGAKFCM</td>
<td>994</td>
<td>12</td>
<td>12</td>
</tr>
</tbody>
</table>

**TABLE 4 CLUSTERING RESULTS IN THE DATA SET ON THE 4116 CLASS MEMBERS**

<table>
<thead>
<tr>
<th>Class Member</th>
<th>Algorithm</th>
<th>The Amount Of Data</th>
<th>Optimal Number Of Clusters</th>
<th>The Actual Number Of Clusters</th>
</tr>
</thead>
</table>
### Table 1

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>c=20</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCM</td>
<td>4116</td>
<td>20</td>
</tr>
<tr>
<td>KFCM</td>
<td>4116</td>
<td>25</td>
</tr>
<tr>
<td>SGAKFCM</td>
<td>4116</td>
<td>24</td>
</tr>
</tbody>
</table>

To compare the time complexity of 944 classes of the three algorithms, we can get the efficiency of them as the following fig.1 when c=5, 15.
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The actual time-consuming Data Samples

(a) c=5 Efficiency in the implementation
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The actual time-consuming Data Samples

(b) c=15 Efficiency in the implementation

Figure 2 C for different values of the three algorithms on the efficiency of the implementation of the 4116 class

### VI. CONCLUSION

In this paper, we use TF-IDF to remedy the defect of that KFCM can not process discrete text data directly. Meanwhile, we use SGAKFCM in code data mining. And the results of experiment show that the operating efficiency of KFCM is significantly higher than that of FCM. And KFCM improved by genetic algorithm solves the problem of local optimization of KFCM.
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