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Abstract—Aiming at reducing the kinematic model error and uncertain measurement noise in sensor network, an adaptive scheme for distributed Kalman filter (DKF) is proposed in this paper. An adaptive factor is firstly applied to the covariance matrix of the predicted state vector to make the covariance estimation agree with its theoretical one, thus eliminating the effect of kinematic model error. Based on the innovation covariance of measurement noise and an adjustable fading factor, the other adaptive strategy is further developed for the updating of the covariance matrix of the measurement noise, which contributes to reduce the effect of the uncertain measurement noise. As demonstrated in simulation results, the adaptive distributed Kalman filter (ADKF) for sensor network performs better than the plain DKF in the case of suffering the kinematic model error and uncertain measurement noise.
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I. INTRODUCTION

Due to the ability of simple information processing, rapid deployment, self-organization and tolerance fault, sensor network technology has attracts wide attentions in environment monitoring, remote health care and mobile vehicles [1–2]. A key issue for sensor network is to develop effective methods to fuse the information generated by large-scale sensor networks [3]. At present the consensus-based information processing has been applied to sensor fusion in sensor networks [4–7]. Typically in the literature [7] a distributed Kalman filter is proposed which is reduced to two separate dynamic consensus problems in terms of weighted measurements and inverse-covariance matrices. By using low-pass and band-pass consensus filters, the data fusion can be solved. In the plain DKF algorithm it is supposed that the kinematic model can be built accurately and the statistical knowledge of measurement noise is also well known, thus guaranteeing the accuracy of state estimation. Unfortunately, due to the unknown operating environment, the fixed parameters of the transition matrix (1 | ) may become unsuitable, and the statistical knowledge of measurement noise can also be uncertain, thereby leading to the inaccurate state estimation of sensor network. For eliminating the adverse effect of kinematic model error and the uncertain statistical knowledge of measurement noise, an adaptive scheme for DKF is to be developed.

In this paper some Kalman-filter-based adaptive methods have been investigated [8–11]. In the above adaptive methods either the kinematic model error or the uncertain covariance matrix of measurement noise is discussed, but both of them have not been investigated simultaneously. Considering the problem, our objective is to build a DKF-based adaptive scheme for sensor network. An adaptive factor is firstly employed to the covariance matrix of the predicted state, which contributes to eliminate the effect of kinematic model error. The other adaptive strategy is further developed for the uncertain statistical knowledge of measurement noise. Then the two adaptive measures are employed to micro Kalman filter embedded in each sensor node, where the optimal estimation of the state can be obtained, thereby improving the estimation accuracy of sensor network in the unknown operating environment.

II. ADAPTIVE SCHEME BASED ON DKF

Due to the unknown operating environment, the parameters of the transition matrix ( ) can be disturbed, and the statistical knowledge of the process noise also becomes uncertain, both of which constitute the kinematic model error. On the other hand, the measurement noise covariance is also uncertain. Therefore the state estimation by using the plain DKF can be not accurate, even divergent.

A. Adaptive Factor for the Kinematic Model Error

The objective is to modify the covariance matrix of the predicted state vector by introducing an adaptive factor, thus reducing the effect of kinematic model error.

Since the disturbed transition matrix and uncertain statistical knowledge of the process noise have an obvious effect on the covariance matrix of the predicted state, therefore an adaptive factor can be applied to the modification of the covariance matrix of the predicted state, thus eliminating the effect of the kinematic error.

It is assumed that the predicted residual vector is obtained using the available measurement vector at epoch

\[ r(k|k-1) = C(k)x(k|k-1) - z(k) \]  

From Eq.1 and the covariance propagation law, the theoretical one of the covariance matrix of the predicted residual vector can be obtained.

\[ P^i(k|k-1) = C(k)P(k|k-1)C^T(k) + R(k) \]  

To adapt the inaccurate kinematic model, the covariance matrix of the predicted state vector is to be changed into

\[ \frac{1}{a(k)}P(k|k-1) \]  

The estimated covariance matrix of the predicted residual vector is written as

\[ a(k) = a(k-1) + \gamma(k) \]  

where \( \gamma(k) \) is the adaptive factor based on the innovation.
\[
\hat{P}_i^r(k | k-1) = \frac{1}{a_i(k)} C_i(k) \hat{P}_i(k | k-1) \cdot \hat{C}_i^T(k) + R_i(k)
\]  
(3)

where \(a_i(k)\) denotes the adaptive factor.

Assuming that the estimation of the covariance matrix of the predicted residual vector, denoted as \(\hat{P}_i^r(k | k-1)\), equals the corresponding theoretical one \(\hat{P}_i^r(k | k-1)\),

\[
\hat{P}_i^r(k | k-1) = \hat{P}_i^r(k | k-1)
\]
(4)

Based on Eq.4, it can be obtained

\[
\hat{P}_i^r(k | k-1) = \frac{1}{a_i(k)} C_i(k) P_i(k | k-1) \cdot C_i^T(k) + R_i(k)
\]
(5)

The left and right of Eq.5 are multiplied by \(a_i(k)\)

\[
a_i(k) \hat{P}_i^r(k | k-1) = C_i(k) P_i(k | k-1) \cdot C_i^T(k) + a_i(k) R_i(k)
\]
(6)

By using Eq.2 the further derivation of Eq.6 can be written

\[
a_i(k) \hat{P}_i^r(k | k-1) = P_i(k | k-1) - R_i(k) + C_i(k) P_i(k | k-1) \cdot C_i^T(k) + a_i(k) R_i(k)
\]
(7)

Thereby the adaptive factor of sensor node \(i\) can be obtained

\[
a_i(k) = \frac{tr(P_i(k | k-1) - R_i(k))}{tr(\hat{P}_i^r(k | k-1) - R_i(k))}
\]
(8)

\(tr()\) denotes the trace of the matrix. In practical applications, the adaptive factor is achieved \(a_i(k) \leq 1\), therefore

\[
a_i(k) = \begin{cases} 
1; & tr(P_i(k | k-1)) > tr(\hat{P}_i^r(k | k-1)) \\
\frac{tr(P_i(k | k-1) - R_i(k))}{tr(\hat{P}_i^r(k | k-1) - R_i(k))}; & \text{otherwise}
\end{cases}
\]
(9)

To reflect the kinematic model error accurately, \(\hat{P}_i^r(k | k-1)\) is to be estimated using the predicted residual vector at the present epoch

\[
\hat{P}_i^r(k | k-1) = R_i(k | k-1) r_i^T(k | k-1)
\]
(10)

B. Adaptive Measurement Covariance for Uncertain Measurement Noise

Although the effect of the kinematic model error is reduced by using the adaptive factor, it is not optimal because of uncertain statistical knowledge of measurement noise.

Considering the measurement noise is statistically independent from the kinematic model error, we propose an adaptive strategy for uncertain statistical knowledge of measurement noise. In the approach the measurement difference in fixed time window is firstly employed to evaluate the innovation covariance of measurement noise.

It is assumed that the first order and second order difference for the measurements are, respectively, denoted by Eq.11 and Eq.12.

\[
z_i^1(k+1) = z_i(k+1) - z_i(k)
\]
(11)

\[
z_i^2(k+1) = z_i^1(k+1) - z_i^1(k)
\]
(12)

For the measurements in fixed time window, the innovation covariance of measurement noise can be written as

\[
R_{in}^m(k) = \frac{1}{M} \sum_{m=1}^{M} (z_i^1(m) - z_i^m(m)) (z_i^1(m) - z_i^m(m))^T
\]
(13)

\[
z_i^m(m) = \frac{1}{M} \sum_{m=1}^{M} z_i^m(m)
\]
(14)

If the results using first order difference can be approximate to the white noise, the constant \(d = 1\) is to be selected, else the second order difference \(d = 2\) should be employed. \(M\) is the size of time window. Generally using the larger size of time window can improve the evaluation accuracy of the innovation covariance of measurement noise, thus the optimal estimation of the state can be obtained.

Based on Eq.13, the covariance matrix of measurement noise can be updated

\[
R_i(k) = d_i(k) R_i(k-1) + (1 - d_i(k)) R_{in}^m(k)
\]
(15)

Where \(d_i(k)\) is denoted as

\[
d_i(k) = \begin{cases} 
1 - b(k); & 0 \leq b(k) < 1 \\
\frac{1}{b(k)}; & b(k) = 1
\end{cases}
\]
(16)

Generally \(b\), fading factor, is fixed as a constant [12].

With the increasing epoch, \(d_i(k)\) will converge toward a constant. However, the fixed factor is not suitable in the case of uncertain measurement noise. Especially when the measurement noise becomes larger, the old of covariance matrix should play minor role in the updating of measurement noise covariance. In other words, the innovation covariance should be highlighted. Therefore the fading factor should be increased in the case. Here \(b\) is modified as follows.

If \(tr(R_i(k)) > tr(R_i(k-1))\) and \(b(k) \leq 1\),

\[
b_i(k) = \frac{tr(R_i(k))}{tr(R_i(k-1))} \cdot b_i(k-1)
\]
(17)

Otherwise, \(b_i(k) = b_i(k-1)\)
(18)

Because of noise in the coarse measure, data from optical triangular scanners is preprocessed, which includes smoothing, removal noise and deleting exceptional points, before reconstructing surface is cable of identification clouds and process, the minimum distance is found automatically and tandem compound to acquire point group. Cut point group along a certain direction to obtain cross-section these are continuous and in a sequence [4].
III. SIMULATION RESULTS AND DISCUSSIONS

For validate the adaptive distributed Kalman filter (ADKF), three groups of numerical simulations are implemented. The first group is employed to validate the effect of ADKF in the case of the accurate kinematic model and little uncertainty of measurement noise, and the second group is used for the validation in the case of the accurate kinematic model and obvious uncertainty of measurement noise, and the third group is used for the validation in the case of inaccurate kinematic model and obvious uncertainty of measurement noise.

Their simulation results are showed in Figure1-3 and Table I.

Based the above simulation results, it can be observed that the proposed adaptive strategy for DKF shows the better performance than the plain DKF in term of the standard variance of filtered residual error. That can be attributed to two facts:

1) An adaptive factor is applied to the covariance matrix of the predicted state vector to make the right hand of Eq.18 agree with its estimation, thus contributing to eliminating the effect of the kinematic model error.

2) The time-window-based innovation covariance of measurement noise is calculated in Eq.13, and then the adjustable fading factor is further employed to the updating of measurement noise covariance Eq.15, thereby the effect of uncertain statistical knowledge can be greatly eliminated.

IV. SUMMARIES

Considering the kinematic model error and uncertain statistical knowledge of measurement noise resulted from the operating environment, we propose a DKF-based adaptive scheme for sensor network, where two adaptive mechanisms are introduced to the micro Kalman filter embedded in sensor node. From the simulation results, it can be observed that ADKF by employing the two adaptive measures perform better than DKF in the case of kinematic model error and uncertain statistical knowledge of measurement noise, thus the accurate state estimation of sensor node can be obtained. Accordingly ADKF can be a promising method for data fusion of sensor network. In the further work, some field experiments will be done to validate the proposed algorithm.
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