Application of BP Neural Network in Experimental Teaching Evaluation
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Abstract—In this paper, BP neural network is used to evaluate the experimental teaching. This method is different from traditional evaluation. It merges together many features of students' performance in experiments. It can evaluate students all-aroundly. This paper describes how to establish the BP neural network. In the end, practical example is used to prove the validity of the method.
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I. INTRODUCTION

In today's undergraduate education process, many courses are demanded to carry out a lot of experimental operations, and most of these courses are basic courses. Experimental skills can not only confirm theoretical knowledge, but also deepen understanding. Evaluating students’ performance in experiments has become a key issue. Correct evaluation will become a driving force for students to learn. Many scholars have studied this problem and put forward many methods. These methods are of great guiding significance to experimental teaching in theory.

The evaluation of students' experimental ability is an important part of the experiment. Some parameters reflecting students' abilities are adopted in evaluation, for example, students' experimental design, enthusiasm, experimental results and experimental report quality. The traditional evaluation methods often use the weighted method to calculate the students' score. The fatal drawback of this method is to isolate the parameters that reflect students' abilities in experiment.[1][2]

This paper abandons the simple weighting method in traditional evaluation methods. A powerful mathematical modeling function of BP neural network is used in this paper to get the evaluation results of students' experimental ability.

II. BP NEURAL NETWORK

Artificial neural network is a kind of non-linear information processing system which mimics human brain structure and functions. It simulates some basic characteristics of human brain by mathematical method. After more than half a century of development, due to a variety of network structure and algorithm system, artificial neural network has gradually developed into a more perfect theory system. BP neural network is the most widely used in the technology, and it has some outstanding advantages which are self-adaption, self-organization, self-learning ability etc. It is these characteristics that make the method solve many practical problems. In order to better generalize the global optimal problem, many scholars put forward a lot of targeted approach, including the following three aspects of improvement: the first is to improve the training speed of the network, the second is to improve training accuracy, the third is to avoid falling into the local Minimal point.[3]

BP neural network model includes input layer, hidden layer and output layer. The theoretical calculation steps of the BP neural network model are as follows:

The first step is to assign each of the connection weights $w_{ij}$, $v_{jt}$, the thresholds $\theta_j$ and $\gamma_j$, random values.

The second step is to calculate the input $a_j$ with the input samples $x_k = (x_1^k, x_2^k, ..., x_n^k)$, the connection weights $w_{ij}$ and the thresholds $\theta_j$. The input $a_j$ is the cells of the hidden layer. Then the output $b_j$ of the hidden layers is calculated with $a_j$ by using the transfer function.

$$a_j = \sum_{i=1}^{p} w_{ij} x_i - \theta_j \quad (j = 1,2,..., p) \quad (1)$$

$$b_j = f(a_j) \quad (j = 1,2,..., p) \quad (2)$$

The third step is to calculate the output $L_t$ of each unit of the output layer using the output $b_j$, the weight $v_j$ and the threshold value $\gamma_t$ of the hidden layer. Then the actual output $C_i$ of each cell of the output layer is calculated by transfer function.

$$L_t = \sum_{i=1}^{q} v_{jt} b_j - \gamma_t \quad (t = 1,2,..., q) \quad (3)$$

$$C_i = f(L_t) \quad (t = 1,2,..., q) \quad (4)$$
The fourth step is to calculate the unit training error \( d_t^k \) of the output layer by using the network target vector \( T_k = (y_{1t}^k, y_{2t}^k, ..., y_{qt}^k) \) and the actual output \( C_t \) of the network
\[
d_t^k = (y_t^k - C_t) \cdot C_t(1-C_t) \quad (t=1,2,...,q)
\] (5)
The fifth step is to calculate the training error \( e_j^k \) of each unit of the hidden layer using the connection weight \( v_{ji} \), the training error \( d_j \) of the output layer and the output \( b_j \) of the intermediate layer.
\[
e_j^k = \left[ \sum_{i=1}^{q} d_i \cdot v_{ji} \right] \cdot b_j (1-b_j)\]
(6)
The sixth step is to adjust the connection weight \( v_{ji} \) and threshold \( \gamma_i \) using the training error \( d_t^k \) of each cell of the output layer and the output \( b_j \) of the hidden layer unit.
\[
v_{ji}(N+1) = v_{ji}(N) + \alpha \cdot d_t^k \cdot b_j
\] (7)
\[
\gamma_i(N+1) = \gamma_i(N) + \alpha \cdot d_t^k
\] (8)
\[ t=1,2,...,q; \quad j=1,2,...,p; \quad 0 < \alpha < 1 \]
The seventh step is to adjust the connection weight \( w_{ij} \) and the threshold value \( \theta_j \) using the training error \( e_j^k \) of the respective layers of the hidden layer and the input \( x_k \) of the input layer units.
\[
w_{ij}(N+1) = w_{ij}(N) + \beta \cdot e_j^k \cdot x_k^i
\] (9)
\[
\theta_j(N+1) = \theta_j(N) + \beta \cdot e_j^k
\] (10)
\[ i=1,2,...,n; \quad j=1,2,...,p; \quad 0 < \beta < 1 \]
The eighth step is to determine whether network learning meet the accuracy requirements of the network. It can use the energy function \( E = \frac{1}{2} \sum_{t=1}^{q} (y_t^k - C_t) \). If the energy function is less than a preset minimum value, then the network convergence and the training meet the accuracy requirements. In contrast, it needs to adjust and select the parameters, or re-analysis the correlation of the input factor and output factor.

III. DESIGN OF THE BP NEURAL NETWORK

The results show that the three-layer BP neural network with a single hidden layer is sufficient to perform normal function mapping. Therefore, in this paper a 3-layer BP neural network with a hidden layer is used. The BP neural network consists of one input layer, one hidden layer and one output layer.[4]-[9]

It is realized in Matlab. The students studying the principles of computer course participate in the experiment. Five parameters are chosen to be the input of the BP neural network. They are feasibility of experimental scheme, standardization of instrument operation, reliability of experimental data, accuracy of result analysis and experimental attitude.

After selecting the evaluation parameters, we need to determine the network structure. According to Kolmogorov theorem, The structure of the network can be \( N \times (2N+1) \times M \). \( N \) represents the number of components of an input vector. \( M \) is the dimension of the output vector. The number of neurons in the hidden layer can be determined by other methods. In the BP network model, the Tansig function is used as the excitation function of the hidden layer. The excitation function of output layer uses logsig function. The designing step in detail is shown as following.

1. Number of neurons in the input layer: It is determined by the number of feature extracted from students’ experiments. In this paper, five features are extracted.
2. Number of neurons in the output layer: It is determined by the number of output value. This paper chooses one feature which is a number one to five, so the number of neurons in the output layer is one.
3. Number of neurons in the hidden layer: There are many ways to determine the number of hidden neurons, including pruning method, complexity adjustment method, gain method, evolution method, adaptive method, etc. Here, use empirical formula which is \( HL_n = \sqrt{I \cdot n \times (O \cdot n + 4)} + a \). \( a \in [1,10] \). In this formula, \( HL_n \) is the number of neurons in the hidden layer, and \( I \) is the number of neurons in the input layer, and \( O \) is the number of neurons in the output layer. In this paper, the number of neurons in the hidden layer is eight.
4. The activation function: The activation function must be differentiable. \( S \) (sigmoid) function is used here. It is as following.
\[
f(x) = \frac{1}{1+e^{-x}}
\]
5. BP network learning methods: In practice, the BP network is prone to problems that converge to local minimum. This paper chooses the steepest descent BP algorithm. It is along the steepest gradient to modify the weight. The convergence rate is faster than the traditional gradient descent method. This method can reduce the probability of falling into local minimum.
The structure of the network designed according to the steps is as Fig 1. Using known data, the network is trained. The error of the network is convergent. The error curve of network training is as Fig 2. From Fig 2, it can be seen that the BP network can be used for the actual analysis.

At work, the trained network is used to judge the students' performance in experiments. It gets good effects. In practice, the input vectors may include more features of students’ performance, so the network can be improved at work.

![Fig. 1. Structure of BP neural network](image)

![Fig. 2. the training error curve](image)

**IV. CONCLUSION**

Objective and correct evaluation of students’ experimental performance has always been a key and difficult point in experimental teaching. This paper uses BP neural network to correctly evaluate the experimental performance of students. This method combines the evaluation parameters closely, which is more in line with the actual situation. And it can evaluate students’ experimental performance more comprehensively. It merges together students’ many features to evaluate students, which is different from traditional evaluation method. This is the main innovation of the paper, too.
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