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Abstract. Component identification is a key problem in software reuse. In order to obtain a set of business components (BCs) with high reuse value and good reuse performance to support reuse, a BC design method based on the cluster algorithm was proposed. Through analyzing existing business models, element composite models were described to divide the domain by analyzing the conception semantics of the transaction field. The hierarchical clustering analysis technique based on the similarity degree among activities was also given. In the identification process, the concept of business element similarity which can overcome the limitation of the domain platform was given. Commonality, variability, granularity, and reuse cost were taken into account in the method. Experiment results show that the valuation and performance of reusability for the transaction component are improved effectively, especially the design in the platform independent model.

Introduction

Component-based software development has become the key technology in the development of information systems and software reuse. The identification and design of a reusable component are the prerequisites of component-based software development. The current paper proposes a business component (BC) identification model that analyzes the semantic similarity between requirement models through the hierarchical clustering analysis method in order to identify transaction components. Activities with higher similarity are grouped into a cluster and are identified as BCs.

Component identification is a major task in domain engineering. Recently, the problem of component identification has gained widespread attention considering the cost of component reuse. The general BC under the same domain can be divided into two categories: structural decomposition and feature matching. Structural decomposition starts with the structure of components and then proceeds to the function components using the principles of high cohesion and low coupling. The current representative methods which are comprehensively reviewed in the literature \cite{1} are O2BC \cite{2}, matrix analysis method \cite{3, 4}, and cluster analysis method \cite{5}. However, these methods cannot analyze components with variable features. They also have limitations in practical applications.

Cluster analysis collects elements with a high degree of similarity or correlation to form a pattern \cite{6, 7, 8}. The current paper bases on the background of the same domain. Through domain analysis of the different business requests, a domain business model is given, and then the elements composing a business activity (BA) and the relationships between them are described. Based on semantics including the relations and similarities between concepts, the definitions of function specifications and similar operation relations are given, and the method of calculating the similarity among a number of activities is examined. Based on the similarities, the technique of cluster analysis is used to classify the activities in the domain business model. Those activities with higher similarity are grouped into a cluster and are identified as the function components. A formula is used in BC size to test the complexity of the BCs.

The rest of the paper is organized as follows. Section 2 presents the semantics used including the relations and similarities between concepts and gives the function specification and similar operation relations. Using the similarities identified, the technique of cluster analysis is used in Section 3 to categorize the activities according to similar operations. Those activities with higher similarity are
group into a cluster and are identified as the function components. Variable granularity and reuse cost are considered in the method.

**Approaches to Systems Component**

In this section we will discuss some approaches to systems component which are presented in the literature. Most of the papers on this subject are experience reports in which a specific system in a specific environment has been worked upon. Often tools have been built or customized to support the experiments but no general completely automated process has been described.

The actual clustering takes place using a hierarchical agglomerative algorithm [9]. The authors have been experimenting with several group similarity measures and report that the single linkage update rule has proved most promising. The tool supports batch clustering, interactive radical clustering where the user is asked for confirmation each time two clusters are combined, and interactive reclustering which uses a previous classification to guide the clustering. Work has been done on automatic tuning of the similarity measure and learning capabilities by use of neural networks (see also).

Also group related procedures together. They use data bindings to determine how two procedures are related. Four types of data bindings are distinguished. The resulting matrix serves as input for a hierarchical clustering algorithm.

**Reusable BC Design**

**A. Concept Semantics**

A BC is a common component combined and abstracted from a few similar activities in a common domain. The common component has variable features. A cluster of specific components may be obtained by identifying the variable points.

Definition 1: A BC can be formally defined as 
\[ BC = (Id, OP, R, C) \]
where Id is the identity of the BC, OP is the set of operations that the BC contains, R is the set of relationships between business elements, and C is the set of business elements.

Definition 2: A BA can be defined as 
\[ BA = \{Id, n, OP, R\} \]
where Id is the identity of the BA, n is the name of the BA, OP is the set of operations the activity contains, and \( R \subseteq OP \times OP \) is the set of relationships between operations.

Definition 3: The development cost of \( CD(C) \) is the cost of achieving \( C \), which is based on the development costs of the operations involved in component \( C \), that is,
\[
CD(C) = \sum_{op \in OP(C)} CD(op)
\]

where \( CD(op) \) is the cost of achieving the operation of \( op \); the operation costs can be determined according to the type and complexity of the operations involved.

**B. Similarity among Semantic Concepts**

In domain terminology, business object elements have abstract descriptions according to their concepts and relationships, which are in turn organized by category, with each type of organization forming a hierarchical concept tree. Each node in the concept tree is a set of equivalence relations with a set of concepts.

Definition 4: Semantic distance expresses the distance between two ontologies in the semantic distance, \( O_1 \) and \( O_2 \). They are recorded as \( dist(O_1, O_2) \), and their values satisfy Equation (1) requirements:

\[
dist(O_1, O_2) = \begin{cases} 
2 \cdot \text{size}(O_1) + \text{size}(O_2) - 2 \cdot \text{size}(O_1 \cap O_2) & \text{if } O_1 \text{ and } O_2 \text{ are different concepts} \\
0 & \text{if } O_1 \text{ and } O_2 \text{ are the same concepts}
\end{cases}
\]
where \( \text{comF} \) is the most recent public parent from \( O_1 \) and \( O_2 \) in the concept hierarchy tree; and \( \text{level}(\text{comF}), \text{level}(O_1), \) and \( \text{level}(O_2) \) represent nodes \( \text{comF}, O_1, \) and \( O_2 \) which are the depth of the conceptual level tree. The top-level nodes are made \( \text{level}(\text{Top}) = 0 \), increasing the top layer below 1.

Based on the above definition, the semantic distance is normalized to satisfy the semantic distance between two semantic concepts with the farthest distance approaching infinity but no more than 1. The semantic distance determines the similarity between two concepts; the greater the semantic distance between the concepts, the smaller their similarity. Based on \( \text{dist}(O_1, O_2) \), the similarity between two concepts is defined as follows:

\[
\text{Sim}(O_1, O_2) = 1 - \text{dist}(O_1, O_2)
\]

where \( \text{Sim}(O_1, O_2) \in (0, 1] \). The calculation of the concept of semantic similarity is based on the amount of information sharing and the graph (tree) method. The tree-based method is easy to implement and is effective, so it was used to calculate the similarity between concepts with the concept tree. To do this, there is a need to determine first the location of the tree in the hierarchy, followed by the corresponding ontology editor (such as a protégé) in order to abstract a concept hierarchy tree into a computer which in turn processes the ontology tree (mainly on the concept of parent–child class relations).

C. Division of the Operational Set

Based on the above definition, the similarity of operations can be determined by how the relation of semantic similarity of different concepts achieves the abstract semantic matching services in micro services. This includes the parameters between the two operations, both input and output parameters, and the semantic matching data sets. The final two operations involve matching the semantics of these elements and determining the weight of each.

Definition 5: Operation similarity: suppose \( \text{opi} = (I_{\text{in}}, n_{\text{in}}, t_{\text{in}}, \text{Inn}, \text{Outt}, \text{D}) \) and \( \text{opj} = (I_{\text{in}}, n_{\text{in}}, t_{\text{in}}, \text{In}, \text{Out}, \text{D}) \) are two operations in DM. The similarity between opi and opj is then defined as

\[
\text{Sim}(\text{opi, opj}) = \begin{cases} 
  w_1 \cdot \text{Sim}(n_{\text{in}}, n_{\text{in}}) + w_2 \cdot \text{Sim}(\text{Inn}, \text{In}) + w_3 \cdot \text{Sim}(\text{Outt}, \text{Out}) + w_4 \cdot \text{Sim}(\text{D}, \text{D}) & \text{if } t = t \cr 
  0 & \text{if } t_{\text{in}} \neq t_{\text{in}} \end{cases}
\]

where \( \text{Sim}(n_{\text{in}}, n_{\text{in}}) \) is the semantic similarity between the names of operation, \( \text{Sim}(\text{Inn}, \text{In}) \) is the semantic similarity in the parameter name \( \text{Inn} \) and \( \text{In} \), \( \text{Sim}(\text{Outt}, \text{Out}) \) is the semantic similarity in the parameter name \( \text{Outt} \) and \( \text{Out} \), \( \text{Sim}(\text{D}, \text{D}) \) is the semantic similarity between data sets \( \text{D} \) and \( \text{D} \), and \( w_1, w_2, w_3, w_4 \) are the weights, \( w_1 + w_2 + w_3 + w_4 = 1 \).

Using cluster analysis below, we select the operation of the similarity threshold \( \Theta \) given the similarity between operations.

Definition 6: Suppose \( O_{\text{ip}} \) and \( O_{\text{jp}} \) are two DM operations; if they can achieve a similar function, and their \( O_{\text{ip}} \) and \( O_{\text{jp}} \) are similar, they are recorded as \( O_{\text{ip}} \sim O_{\text{jp}} \).

Definition 7: Suppose OP is a DM operation set, \( \text{op} \in \text{OP} \) is an operation in OP, an OP having similar operations with op is referred to as a similar set of operations generated by op; thus, it is recorded as \( [\text{op}] \sim \). That is, \( [\text{op}] \sim = \{ \text{op}' \in \text{OP} \sim (\text{op}' \sim \text{op}) \} \).

Definition 8: Suppose OP is a DM operation set. Then all different sets of similar operations on OP called the similarity division \( \sim \) are recorded as \( \text{OP}/\sim \). That is, \( \text{OP}/\sim = \{ [\text{OP}] \sim | \text{op} \in \text{OP} \} \)

According to the similarity among operations in the construct of the relations of operation similarity, the structural rules are as follows:
Rule 1. If $\text{Sim}(op_i, op_j) < \theta$ (\(\theta\) is the operation similarity threshold), then $op_i \sim op_j$.

Rule 2. Suppose \(OP_i\) and \(OP_j\) are a set of similar operations; if they exist as $op_i \in OP_i$, $op_j \in OP_j$, then they meet the conditions $op_i \sim op_j$, then $OP_i \sim OP_j$.

Based on the above definition, the similarity of operations can be determined by the relation of semantic similarity of different concepts. The cluster analysis method is used to select the operation similarity, threshold $\theta$, and to analyze the relations of operation similarity.

D. Algorithm of the Division of Similar Operation Sets

The algorithm of the division of a similar operation set is as follows:

**Input:** operation set \(OP\)

**Output:** \(OP/\sim = \{[op]_{\sim} | op \in OP\}\)

**Algorithm description**

\[ TF = OP; \quad OP/\sim = \emptyset \]

For (\(op_k \in TF\)) {
    Add([opk]_{\sim}, opk); //add opk to [opk]_{\sim}
    Remove (TF, opk);
    /*remove opk from the collection TF*/
    for (\(op_j \in TF\)) {
        for (\(opt \in ([opk]_{\sim})\))
            if (\(\text{Sim}(op_j, opt) < \theta\)) {
                /*if the similarity of opj and opt is less than \(\theta\)*/
                Add ([opk]_{\sim}, opj);
                /*add element opj to the set [opk]*/
                Remove (TF, opj);
                /*remove opj from the collection TF*/
                Continue;
            }
    }
    Add(OP/\sim, [opk]_{\sim});   //add OP/\sim to [opk]
} 

**BC Identity**

The reuse of BCs aims not only to meet the availability of the field but also to achieve high cohesion, low coupling, and easy reuse. In the current paper, the similarity of activity elements is calculated according to the given operations. Identifying a cluster of BCs depends on the similarity of the activity elements in order to obtain an activity set cluster as a reusable BC.

A. Feature Matrix

The similarity degree expresses the similarity degree of activity elements, which can be calculated according to the feature matrix. This matrix presents the similarity feature matrix of BAs. In the present study, we take the BA matrix as an example.

Definition 7(Active similarity): If \(A\) is an active set, \(OP(A)\) is the operation aggregate which contains all activities in \(A\); an active-similar operation matrix may then be defined as \(MA-OP=[A, OP(A)/\sim]\). There is an operation belonging to \([op]_{\sim} | ([op]_{\sim} \in OP(A)/\sim)\), where there is a line in \(ai\), and \([op]_{\sim}\) the column in which there is disposal to 1; otherwise, it is marked as 0.

\(OP\) is in the domain model operation set, and all different similar operation sets of \(OP\) are recorded as \(OP_{\sim}\).

The reference Sorenson Coefficient provides the following formula to calculate the similarity between many activities:
\[
\text{Sim}(A) = \frac{p}{(p + \sum_{i=1}^{q} r(b_i))}
\]  

(5)

where \( p \) expresses that the value of all elements in each column number is 1, \( q \) expresses that each column contains the number 0, \( r(b_i) \) expresses the \( i \)th column, and the proportion is 0.

If the number of active \( A \) is 2, then there is \( \text{Sim}(A)=2p/(2p+q) \), the formula for the Sorenson Coefficient, which shows that this coefficient is a special case of the formula.

For example, Table 1 shows the matrix for an active-similar operation. It shows \( a_1, a_2, \) and \( a_3 \), two kinds of quantity which are \( p=2 \) and \( q=3 \), \( \text{Sim}(a_1,a_2,a_3)=2/(2+(1/3+2/3+2/3))=6/11 \), \( a_3 \) and \( a_4 \), two kinds of matched relation quantities which are \( p=2, q=2, \) respectively, and \( \text{Sim}(a_3,a_4)=2/(2+(1/2+1/2))=2/3 \).

### Table 1 Matrix of active-similar operations

<table>
<thead>
<tr>
<th>Activity set</th>
<th>( j )</th>
<th>( k )</th>
<th>( j ) ( j )</th>
<th>( j ) ( k )</th>
<th>( j ) ( k )</th>
<th>( j ) ( k )</th>
<th>( j ) ( k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( b_a )</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( b_a )</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( b_a )</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( b_a )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

The similarity degree between business activities can be expressed using an operating diagram between business activities. As shown in Figure 1, the figure can be defined as an undirected weighted graph \( G=(V,E) \), where \( V=\{v_1,v_2,\ldots,v_n\} \) is the set of vertices, with each vertex representing a business operation, \( E=\{(v_k,v_j,w)|\ v_k,v_j\in V,\ (v_k\neq v_j),\ w=RD(v_k,v_j),\ (w>0)\} \) is the set of edges, with each edge representing a BA, and \( w=RD(v_k,v_j) \) for vertex \( v_k \) and \( v_j \) represents the similarity degree between BAs. Table 1 can be expressed into Figure 1.

### B. BC Identify Algorithm

Ensuring the activities of every concept component is a key challenge in component identification separate from the orient component analysis of the domain model. To improve the reuse degree of components and to decrease the development cost of the software system, the activities of the domain model are grouped into an active cluster. This cluster is then optimized and transformed to the component concept.

The present study presents an activity-based component identification method of similarity degree. The idea of the method is to have the activities of each active cluster separated from DM. Each activity cluster is used in the hierarchical clustering analysis, and those with the greatest similarities to each selection and go beyond the specified limit are merged. This is done until all of the clusters are less than the specified lower limit or do not meet two clusters above the conditions.

Algorithm description:

Input: DM=(A,R), activity similarity threshold \( \theta \), lower limit of active clustering \( S \), cluster activities included in the number similar of number of similar sets of operations \( N \).

Output: DM is divided as \( P=\{DM_1,DM_2,\ldots,DM_n\} \), \( DM_K=(A_k,R_k) \) is the activity cluster of DM. \( P \) meets the following three conditions:

1. \( ... ... \)
2. \( ... ... \)
3. \( ... ... \)
(1) \[ \sum_{k=1}^{n} A_k = A \]

(2) \[ A_i \cap A_j = \emptyset \quad (1 \leq i, j \leq n, i \neq j) \]

(3) \[ R_k = \{(a_i, a_j) | a_i \in A_k, a_j \in A\} \]

\[ P = \emptyset \]

for (ak \in A) {
    construct the initial cluster DMK=(Ak,Rk), where Ak={ak};
    add(P,DMk);
}

while (|P| \geq S) {
    List=GetMaxSubDM(P, \theta ,N);
    if (SizeOf(List)==0) break;
    else
        MergerSubDM(P,List);
}

where (P,DMk) will be added to DMk in partition P.

GetMaxSubDM(P, \theta ,N): set the similarity from P as the largest, which is even bigger than the assigned upper limit \( \theta \). The operation set’s quantity is smaller than the assigned upper limit N.

Table 1 shows a similar activity matrix, and Figure 1 is the corresponding graph G of the operational elements. The identification result of reusable BCs will be given using Table 1 and Figure 1 as shown in the example. In this case, based on the hierarchical clustering algorithm, we set the similarity threshold \( \theta =0.5 \), the number of activities cluster limit S=1, and the maximum number of operation N=4. Figure 2 shows the partition graph of activities.

![Fig. 2 Recognition results of the reusable BCs](image-url)

C. Granularity Calculation of BCs

To ensure that the identified BCs are not too complicated, computing the granularity of the BCs by quantitative calculation is necessary. The formula to calculate BC granularity using the feature matrix is based on the circle complexity measure method proposed by McCabe.

\[
G(BA) = \sum_{i=1}^{k} (w_i \times sum(I_i))
\]

where \( k \) is the number of feature kinds contained by the business activities, \( sum(I_i) \) is the number of the ith kind feature, and \( w_i \) is the complexity weight of the ith kind feature.

Normally, the number of BCs in a medium-size enterprise information system is between 30 and 100. When the BC granularity exceeds the reasonable range, the value of \( \theta \) can be adjusted to obtain a moderate granularity.

Conclusions

The current paper proposes a hierarchical clustering technique considering the reuse degree of the domain model. The business model is categorized and packaged into components using the principles of high cohesion and low coupling. With the appropriate granularity, the component model addresses...
the problem of lack of behavioral semantics and improves the reuse rate and reuse efficiency in component identification. The business model is an attempt to formalize the design and fabrication process of component development. It can be improved further in a number of directions. First, the derived components should represent the optimal design according to the proposed model. Second, the assumption might be relaxed to include a set of legacy systems and existing components in the domain. In fact, Vitharana and Jain[10] have proposed a methodology for component fabrication, but this has not been applied to large-scale object models. Future studies can be automatically classified when the business model components are complete.
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