Predicting Student Academic Performance by Mining Their Internet Usage Behaviour
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Abstract—Students who are active this time belong to the Generation Z. Namely, the generation that most of his time is spent interacting with computing devices, especially the virtual world. It can bring positive and negative effects on their performance in the learning process. This study proposes the use of students’ internet behavior data to predict their academic performance. The method used in this study is Naïve Bayes. There are six attributes of student internet behavior used in this study, including the number of social media accounts owned, the number of hours spent accessing social media, the number of hours spent on non-social media entertainment on the internet, the number of hours on the internet used for learning, and number of internet sessions in a week. The accuracy and sensitivity metric values of the experiments exceeded 85%, so it can be concluded that the mining of students’ internet behavior data has the potential to be used to assist educational institutions in monitoring the performance of their students.
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I. INTRODUCTION

The Internet has become a part of everyday life for millennials. The time they spend more on surfing in the virtual world than doing any other physical activity. Such behavior is also done by the students. Especially students who belong to the generation Z.

Generation Z, also known as “Gen Next” or “Gen I,” includes people born between the early 1990s and the early 2000s (Posnick-Goodwin, 2010). Some consider members of Generation Z to be smarter, more self-directed, and more able to quickly process information than previous generations; but there is one thing they may not be—team players. And that just might be the best reason to pay attention to new research about cooperative learning.

Chen et al. [1] explain that differences in academic grades and learning satisfaction between heavy and non-heavy Internet users were statistically significant. Non-heavy users had better grades and greater learning satisfaction than heavy users. The data suggested students who spend a significant amount of time online experience academic and learning difficulties. Young [3] suggested that students who spend excessive time on the Internet may have difficulty completing homework assignments, studying, and getting sufficient sleep to meet their academic responsibilities.

II. RELATED WORK

There are previous researches that developed algorithms to predict students’ achievement, namely, Backpropagation Neural Network Method to Measure Student Achievement Correlation Level (Case Study at Dian Nuswantoro University Semarang) and in the research resulted prediction of 61% and considered less than maximum [5]. Naïve Bayes became the solution to predict student achievement. Naïve Bayes is a simple probabilistic classifier that computes a set of probabilities by summing the frequency and value combinations of the given dataset. The algorithm uses the Bayes theorem and assumes all the independent or non-dependent attributes given by the value in the class variable [6]. The Bayes naive method can show the level of truth of output through probability theory, but it can not process inference from many interrelated rules. The advantages of this research using the Naive Bayes Method are having a fairly high accuracy [7].

Based on the character of the algorithm, naïve bayes have an opportunity to improve good predictive results. For that, the study was entitled "Prediction of Student Achievement Result Based on Internet Usage Using Naive Bayes Method". The purpose of this study is to determine the effect of internet network usage on student achievement results so that students can make improvements to achieve maximum performance by utilizing internet network well, if students use internet network in campus environment, hence university or majors can block site which can disrupt the learning process and students can follow the learning activities effectively by not opening social media or entertainment media that can disrupt lectures. So the results of student achievement can increase.

III. METHODOLOGY

A. Research Instruments

This study focuses on predictions of student achievement outcomes based on the use of the Internet network using the Naïve Bayes method using WEKA 3.8 program assistance as an instrument to implement, test and measure the accuracy of the Naive Bayes algorithm.

Weka is a software that has many machine learning algorithms for data mining purposes. Weka also has many tools for data processing, ranging from pre-processing, classification, regression, clustering, association rules, and
visualisation [17]. Weka is a Java-based open source software and we can use it directly or through Java programs [18].

B. Research Data

To collect the data obtained by conducting a survey using google form distributed to students who are still active college. Test data used as many as 285 records consisting of 6 attributes and classified into 2 classes namely GPA> 3 and GPA < 3. Attributes used are several parameters that influence in predicting student achievement results in internet network usage activities. Some attributes used in this study are as follows:

1. Number of Social Media. This attribute contains the amount of social media that is owned and used by the student.
2. Number of Internet Usage. This attribute contains the internet network usage time of the week.
3. The amount of Internet Usage Time. This attribute contains the amount of internet network usage time in one day (24 hours).
4. Number of Internet Usage for Entertainment. This attribute contains the amount of time internet network usage for entertainment media in one day (24 hours).
5. Number of Internet Usage for Social Media. This attribute contains the amount of time internet network usage for social media in one day (24 hours).
6. Number of Internet Usage to Learn. This attribute contains the amount of time the internet network usage to learn in one day (24 hours).
7. GPA. This attribute is a class attribute or an output, there are two groups namely GPA> 3 and GPA < 3.

C. Preprocess Stages

This preprocess is performed to prepare the data before it is processed further [17]. The goal is to get clean and ready data for research and the data can be processed on the method used. Some of the steps taken are as follows:

1. Data cleaning (data cleaning). Data cleaning is a process of eliminating inconsistent noise and data or irrelevant data [8].
2. Data integration (data integration). Data integration is a combination of data [8].
3. Data Reduction. This process aims to combine the information contained in a large dataset into a small dataset.
4. Transformation of data (data transformation). Data is altered or merged into the appropriate format for processing in data mining [8].

D. Naive Bayes

Naive Bayes is a simple probabilistic classifier that computes a set of probabilities by summing the frequency and value combinations of the given dataset. The algorithm uses Bayes's theorem and assumes all the independent or non-dependent attributes given by the value of the class variable [8]. Another definition says Naive Bayes is a classification with the probability and statistical methods brought by British scientist Thomas Bayes, predicting future opportunities based on past experience [7].

Naive Bayes is based on the simplifying assumption that attribute values are conditionally independent if given an output value. In other words, given the value of output, the probability of observing collectively is the product of the individual probability [9]. The advantage of using Naive Bayes is that this method requires only a small amount of training data to determine the estimated parameters required in the classification process. Naive Bayes often work much better in most real-world situations that are complex than expected [10].

Naive Bayes is a simple probabilistic classification method and is designed to be used with the assumption that one class with another is not independent. In the Naïve Bayes classification, the learning process is more emphasized on estimating probabilities. The advantage of this approach is that classification gets a smaller error value when the data set is large [11] [14].

The Naive Bayes classification is proven to have high accuracy and speed when applied to a large number of databases [12].

E. Evaluation Method

Measurement of algorithm performance can be done by using confusion matrix. Confusion matrix is one of the techniques used to perform performance calculations on the data mining classification algorithm using a matrix. By knowing the amount of data in the correct classification, it can be seen the accuracy of the prediction results. The error rate of the predicted result can be determined from the amount of data clarified by false [19]. This test is suitable for testing datasets that have two classes but for some cases such as classification into several classes, the confusion matrix can be modified. Confusion matrix for datasets that have two classes is shown in Table I.
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<table>
<thead>
<tr>
<th>Class</th>
<th>Classified as</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>True</td>
<td>Positive</td>
<td>False</td>
</tr>
<tr>
<td>-</td>
<td>False</td>
<td>Negative</td>
<td>True</td>
</tr>
</tbody>
</table>

In the above confusion matrix table, True Positive is the number of positive records classified as positive, false positive is the number of negative records classified as positive, false negative is the number of positive records classified as negative, true negative is the number of negative records that are classified as negative, then enter test data [19]. Evaluation using confusion matrix yield three test result that is:

Accuracy. Is a percentage of accuracy of data that is classified correctly after testing using an algorithm. Accuracy can be calculated using Equation 1.

\[
Accuracy = \frac{(tp + tn)}{(tp + tn + fp + fn)} \times 100\% \quad (1)
\]

Sensitivity. Used to compare the proportion of TP to positive-valued data. Sensitivity is calculated using Equation 2.
Sensitivity = \( \frac{tp}{tp + fn} \) \times 100\% \hspace{1cm} (2)

PPV (Positive Predictive Value). Is the proportion of cases with a positive diagnosis. PPV is calculated using equation 3.

\[
PPV = \frac{tp}{(tp + fp)} \times 100\%
\hspace{1cm} (3)
\]

IV. RESULT AND DISCUSSION

In this study the data are classified using the attributes of the GPA into the class attribute. And grouped into 2 classes of IPK class above 3 (GPA > 3) and GPA below 3 (GPA <3). Based on data that has been classified with the help of WEKA program produce classification by using confusion matrix. The result of classification using confusion matrix can be seen in Table II.

<table>
<thead>
<tr>
<th>Table II. Confusion Matrix with Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
</tr>
<tr>
<td>+</td>
</tr>
<tr>
<td>+</td>
</tr>
<tr>
<td>-</td>
</tr>
</tbody>
</table>

Confusion matrix generally generates two values, ie, accuracy and error rate [13]. From the Confusion matrix result indicates that the classification result in GPA class > 3 is predicted correctly as 244 data, and the classification result in GPA class <3 is predicted with wrong is 3 data. Then for the classified prediction result of GPA <3 correctly predicted 3 data and the result of classification in GPA class <3 is predicted with wrong is as much as 35 data.

V. CONCLUSION

Based on the results of research conducted to predict student achievement based on the use of internet network using naive bayes method showed a high accuracy of 86.6667%, has an error rate of 13.3333%, sensitivity of 98.7854% and PPV of 87, 4551.
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