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Abstract—The categorization association rules based on the Apriori algorithm can’t deal with the numerical data directly. When mass rules are generated, classifying the new data enjoys matching so many rules one by one as to decrease the efficiency and accuracy. Moreover, the association rules can’t be used to realize the regression prediction. In order to solve above problems, we proposed a new association rule classification and regression algorithm based on frequent itemset tree (ARCRFI-tree) according to the advantages of matrix operation and tree structure. Firstly, all frequent itemsets are obtained by constructing a new frequent tree structure, based on which the association rules are mined. Then, the consequents of the association rules are reconstructed with the least square method to realize the classification and regression prediction for new sample. Finally, the theoretical analysis and experiments compared with algorithms demonstrate our algorithm has high prediction accuracy and mining efficiency.
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I. INTRODUCTION

Data mining is an emerging technique, whose goal is to extract significant patterns or interesting rules from transaction databases. In recent years, it has been successfully applied to many fields, including user behavior analysis, network intrusion detection, event classification and regression, etc. Association Rule is a typical data mining method, which is used to find the potentially meaningful correlations among data items. It can be decomposed into two subproblems: one is to find all frequent itemsets which meets with the minimum support threshold and the other is to generate all association rules which satisfy the minimum confidence threshold.

The Apriori algorithm was originally presented by Agrawal and Srikant [1], which can be used to discover the interesting relationships between itemsets. But there are still some problems such as repeated scanning of transaction database, too many candidate itemsets generated and lower efficiency. The improvements of traditional association rule mining are mostly based on it. In [2-5], the transaction database is transformed into the Boolean matrix. Though the transaction database only need to be scanned once based on matrix operation, and the efficiency of algorithm is improved, there are still many candidate items generated. The FP-growth algorithm[6], proposed by Han et al., aimed to avoid generating candidates and enhance the efficiency by constructing the frequent pattern tree (FP-tree). However, it still needs to scan the transaction database twice, which is not suitable for massive transaction data mining.

The current association rules have been applied to classification according to the correlation between the frequent itemsets and the class label. CBA algorithm [7] aims to achieve the classification based on the mining rules which are obtained by the Apriori algorithm. Though the classification for new samples can be realized, it has some drawbacks, such as producing lots of candidates, repeating to scan transaction database and low mining efficiency. FP-growth algorithm-based CMAR algorithm [8] constructs the CR-tree to store the rules and scans the transaction database only twice, but it still needs a large amount of memory. Nevertheless, the practitioners and researchers hope to explore these rules to predict future behavior by estimating values of certain attributes based on some other. So far, Association Rule is not used to solve such estimation problems by mining the relationship between attributes.

To solve the problem aforementioned, in this paper, combined with matrix operation and tree structure, an Association Rule Classification and Regression Algorithm based on frequent itemset Tree (ARCRFI-tree) is presented. The transaction data is discretized and the frequent itemsets are generated according to the matrix operation, which avoids repeated scanning for the database. Considering the advantage that the tree structure does not need to generate candidates in rule mining, a new frequent tree structure is proposed. Combined with the existing rules and the least square method, the consequents of the rules are obtained to realize the classification and regression prediction for the new sample data.

II. BASIC CONCEPTION

Definition 1 Properties of discretization representation.

Let \( D = \{T_1, T_2, \ldots, T_N\} \) be original dataset, where \( N \) is the number of data samples. Each sample \( T_i = \{x_1^i, x_2^i, \ldots, x_m^i\} \) is associated with a unique identifier. \( x_i^j (1 \leq i \leq N, 1 \leq j \leq n) \) represents the \( j \) th quantitative value of the \( i \) th transaction. Based on the discretization with clustering algorithm, \( x_j \) is discretized as itemsets \( I_j = \{I_{1j}, I_{2j}, \ldots, I_{nj}\} \), where \( I_{nj} \) denotes the \( n \) th discrete interval \([\min(I_{nj}), \max(I_{nj})]\).
Definition 2 Boolean matrix $M$.

TABLE I. BOOLEAN MATRIX TRANSFORMATION

<table>
<thead>
<tr>
<th>Transaction</th>
<th>Item Set</th>
<th>Boolean matrix $M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>$I_1, I_2, I_4$</td>
<td>$(1, 0, 1, 1, 0, 0)$</td>
</tr>
<tr>
<td>$T_2$</td>
<td>$I_2, I_3, I_4$</td>
<td>$(0, 1, 1, 0, 1, 1)$</td>
</tr>
<tr>
<td>$T_3$</td>
<td>$I_1, I_3$</td>
<td>$(1, 0, 0, 0, 1, 0)$</td>
</tr>
<tr>
<td>$T_4$</td>
<td>$I_3, I_4$</td>
<td>$(0, 0, 1, 1, 0, 1)$</td>
</tr>
</tbody>
</table>

The transaction database $D$ are discretized as $D_z = \{T'_1, T'_2, \ldots, T'_N\}$. $I = \{I_1, I_2, \ldots, I_m\}$ is a set of items, $T'_i$ is a set of different items of itemsets and $T'_i \in I(1 \leq i \leq N)$.

Definition 5 Frequent itemset tree.

The frequent itemset tree is used to store the frequent itemsets and corresponding position information generated in the process of mining association rules, which can be described as follows: (1) It is made up of root node Root and child node node. (2) Each child node node, comprises two data fields, itemset and column vector. In which, itemset refers to the set of items stored in the node, and column vector refers to the position information of the itemset in the discrete transaction database, which is used to construct the tree structure. (3) The order of searching tree structure is a top-down way, and only the first and second layers need to be constructed. After that, the whole frequent tree can be automatically generated based on the existing information. Finally, all frequent itemsets and corresponding support can be obtained by traversing the each node of tree structures. (4) The transaction database only needs to be scanned one time without generating candidates. Besides, the construction of tree structure and frequent itemsets mining are performed simultaneously, which improves the mining efficiency of association rules.

III. ASSOCIATION RULES CLASSIFICATION AND REGRESSION ALGORITHM BASED ON FREQUENT ITEMSET TREE (ARCRFI-FIT)

In this paper, a frequent itemset tree-based association rules classification and regression algorithm is proposed, which combines the advantages of the matrix operation and tree structure. Firstly, the transaction database is discretized based on the DFAC algorithm [9]. Then the discrete transaction database is converted to a Boolean matrix. Frequent itemset tree is constructed to get all frequent itemsets. With these itemsets, association rules are generated. Combined with the least square method, the consequents of the association rules can be constructed to realize the classification and regression prediction for new sample data.

A. Association Rules Mining Based on Frequent Itemset Tree

Compared to the existing association rules mining algorithms, the frequent itemset tree-based association rules mining algorithm only needs to scan the database once, and only the first two layers of tree structure need to be constructed. The whole tree structure can be automatically obtained by the
information stored in the tree node. Furthermore, all the frequent itemsets are obtained, which improves the mining efficiency.

The basic flow of the algorithm is described as follows:

Input: \( \minsupp \), \( \minconf \), transaction database \( D = \{T_1, T_2, \ldots, T_n\} \)

Output: Association Rules (Rule)

**Step 1** The discretization is realized with DFAC clustering method, and the discrete data \( D_x \) is converted to Boolean matrix \( M \).

**Step 2** Frequent 1-itemset is generated based on the Boolean matrix \( M \). The sum of column vectors \( v_i \) in the Boolean matrix \( M \) is denoted by \( \text{supp}(L_i) \). Compared with the predefined minimum support (\( \minsupp \)), item \( L_i \) is called a frequent 1-itemset when \( \text{supp}(L_i) \geq \minsupp \). Then the item and its corresponding column vectors \( <L_i, v_i> \) would be stored in the frequent 1-itemset information set \( S_i = \{<L_i, v_i>_1, <L_i, v_i>_2, \ldots, <L_i, v_i>_t>\} \). If \( \text{supp}(L_i) < \minsupp \), the item \( L_i \) is not a frequent 1-itemset.

**Step 3** The initial frequent set tree are constructed with the frequent 1-itemset information set \( S_i = \{<L_i, v_i>_1, <L_i, v_i>_2, \ldots, <L_i, v_i>_t>\} \).

**Step 3.1** Create the root node \( \text{Null} \) of the tree, based on the left-to-right order, the frequent 1-itemset and corresponding column vectors \( <L_i, v_i>_1, \ldots, <L_i, v_i>_t \) are sequentially added into the initial level child nodes of the tree structure.

**Step 3.2** Connect the two itemsets from different attributes of the first level child nodes. Suppose that the items contained in the two child nodes are \( I_{k_1}, I_{k_2} \) and \( I_{k_1}, I_{k_2}, \ldots, i \), we can get the 2-itemset \( I_{k_1}, I_{k_2} \), in which the corresponding column vectors are \( v_{k_1, k_2} \) and \( v_{k_2, k_1} \) respectively. \( \text{supp}(I_{k_1}, I_{k_2}) \) can be obtained based on the inner product operation of \( v_{k_1, k_2} \) and \( v_{k_2, k_1} \). If \( \text{supp}(I_{k_1}, I_{k_2}) \geq \minsupp \), the child node including the item \( I_{k_1}, I_{k_2} \) can be viewed as a parent node to construct the new child nodes, and the data field is \( \{I_{k_1}, I_{k_2}\}, v_{k_1, k_2} \), where \( v_{k_1, k_2} = v_{k_1} \cap v_{k_2} \).

**Step 4** Construct the whole frequent itemset tree automatically with the initial frequent itemset tree.

**Step 4.1** Suppose there are \( k (k \geq 2) \) layers in the current tree and \( l \) leaf nodes \( \{node_1, \ldots, node_l\} \) \( (1 \leq i \leq l) \) in the \( k \)th layer. Where \( node_i \) represents the \( i \)th leaf node in the \( k \)-th layer and it includes the data domain \( \{I_{node_1}, I_{node_2}, \ldots, I_{node_l}\}, v_{node_1, node_2, \ldots, node_l} \).

**Step 4.2** For the leaf node \( node_i \), find the child node including the data fields \( \{I_{node_i}, *, \}, v_{node_i} \) in the second layer, where * denotes the arbitrary elements. Find the child node which contains the data fields \( \{I_{node_i}, *, \}, v_{node_i} \) in the first layer, then \( \text{supp}(\{I_{node_i}, I_{node_1}, \ldots, I_{node_k}, *, \}, v_{node_i}) \) can be computed based on the element-wise product between vectors \( v_{node_i} \). If \( \text{supp}(\{I_{node_i}, I_{node_1}, \ldots, I_{node_k}, *, \}, v_{node_i}) \geq \minsupp \), the node \( node_i \) is chosen as the parent node to construct the new child nodes which contains the data domains \( \{I_{node_i}, *, \}, v_{node_i} \). Otherwise, the next child node is found and determined. Here \( v_{node_i} = v_{node_i} \).

**Step 4.3** Repeat step 4.2 until the leaf nodes are traversed or there is no frequent itemset to generate.

**Step 5** Get all frequent \( k \)-itemsets \( F_k \) and generate the association rules Rule. The \( k \)th child node of the frequent itemset tree is traversed in turn. The itemset of the data field is frequent \( k \)-itemset \( F_k \) and the sum of the column vectors is the support \( \text{supp}(F_k) \). The association rules are generated and output based on the frequent itemsets and minimum confidence (\( \minconf \)).

B. Classification and Regression Algorithm Based on Association Rules

In order to improve the prediction accuracy of association rules, the classification and regression association rules are firstly reconstructed by combining the least square method with the extracted rules, and then the new samples are matched with the rules efficiently, on this basis, the best rule is directly identified to match the new sample and predict its output.

The specific process is as follows:

Input: Association rules Rule, new samples \( T = \{x_1, x_2, \ldots, x_{n+1}\} \)

Output: The output category and specific value of the new sample data.

**Step 1** Prune the rules (Rule).

For the Rule1 and Rule2, if the antecedents of them exist inclusion relation and the consequents are identical, there are some redundancies need to be removed. Furthermore, if Rule1 satisfies one of the following conditions, Rule2 is required to be pruned.
1) $\text{supp}(\text{Rule}_1) > \text{supp}(\text{Rule}_2)$
2) $\text{supp}(\text{Rule}_1) = \text{supp}(\text{Rule}_2), \text{conf}(\text{Rule}_1) > \text{conf}(\text{Rule}_2)$
3) $\text{supp}(\text{Rule}_1) = \text{supp}(\text{Rule}_2), \text{conf}(\text{Rule}_1) = \text{conf}(\text{Rule}_2), \text{and}$
   the itemsets contained in the antecedent of the Rule$_1$ is less than that of Rule$_2$.

**Step 2** Construct the consequents of the rules.

The rules obtained by pruning are matched with the sample in the discrete transaction database $D_z$ to find all identifiers of samples that match with the rules. And then the transactions corresponding to sample transaction identifiers are taken out from the transaction database $D$. The least square method is applied to get the consequent. The obtained rule is described as:

$$
\text{Rule: If } x_i \in [\text{min}(I_{j,n}), \text{max}(I_{j,n})], \cdots,
\quad x_j \in [\text{min}(I_{j,n}), \text{max}(I_{j,n})], \cdots,
\quad x_{n-1} \in [\text{min}(I_{n-1,n}), \text{max}(I_{n-1,n})],
\quad \text{Then } x_n \in [\text{min}(I_{n,n}),\text{max}(I_{n,n})],
\quad x_n = a_0 + \cdots + a_j x_j + \cdots + a_{n-1} x_{n-1},
$$

Where, $I_{j,n} (1 \leq j \leq n-1)$ denotes the $n_j$th discrete interval of the $x_j$, $\text{min}(I_{j,n})$ and $\text{max}(I_{j,n})$ denote the minimum and maximum of the discrete interval $I_{j,n}$, $a_j$ denotes the coefficient of the consequent.

**Step 3** Classification and regression prediction for the new sample.

First, discretize the new sample $T = \{x_1, x_2, \cdots, x_{n-1}\}$. Next is to determine whether there are rules matched with the data. If the rules exist, the category of the new sample is identical with that of the other algorithms, we can draw a conclusion that the proposed ARCRFI-tree algorithm is slightly higher than that of others. We can see that the space complexity of the original database in the process of mining association rules from the perspective of theoretical analysis.

From the TABLE III, the ARCRFI-tree algorithm proposed in this paper needs to scan the original database only once, which is more efficient than other algorithms. From the time complexity, if the size of transaction database is small, the difference between FP-growth and ARCRFI-tree will not be obvious. With the increasing of transaction database, the time complexity of ARCRFI-tree algorithm is significantly smaller than that of others. We can see that the space complexity of the proposed ARCRFI-tree algorithm is slightly better than that of the FP-growth, which is because the ARCRFI-tree needs to convert the discrete transactions into Boolean matrix, but it is still better than Apriori algorithm. Therefore, compared with the other algorithms, we can draw a conclusion that the proposed algorithm has a better performance.

Where, $\overline{x}_i$ and $\sigma_i$ represent the mean and the standard deviation of the $i$th itemset in the $l$th rule respectively.

**IV. ALGORITHM ANALYSIS AND SIMULATION EXPERIMENTS**

To test the performance and effectiveness of the proposed algorithm, the UCI benchmark databases (Iris, Wine, Seeds, Housing) [11] and rolling dataset (as shown in TABLE II) are selected. Compared with the Apriori and FP-growth algorithm, the ARCRFI-tree algorithm is analyzed in complexity, running time and classification or prediction accuracy.

**TABLE II. DATASETS USED IN THE EXPERIMENTS**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Attributes</th>
<th>Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>4</td>
<td>150</td>
</tr>
<tr>
<td>Wine</td>
<td>13</td>
<td>178</td>
</tr>
<tr>
<td>Seeds</td>
<td>7</td>
<td>210</td>
</tr>
<tr>
<td>Housing</td>
<td>14</td>
<td>506</td>
</tr>
<tr>
<td>Rolling</td>
<td>23</td>
<td>1500</td>
</tr>
</tbody>
</table>

Experimental environment is Intel Pentium CPU, 6 GB memory, 500 GB hard disk, Windows 7 flagship operating system, and the software used is MATLAB R2014a.

**A. Complexity Analysis**

For the transaction database $D = \{T_1, T_2, \cdots, T_k\}$ of length $N$, $T_i = \{x_{i,1}, x_{i,2}, \cdots, x_{i, k}\}$ denotes the $i$th transaction, $x_{i,j} (1 \leq i \leq N, 1 \leq j \leq n)$ denotes the value of the $j$th attribute in the $i$th transaction. Suppose $|F_k|$ denotes the number of frequent $k$-itemsets and $|C_k|$ denotes the number of candidate $k$-itemsets. In worst case, each data attribute will be divided into $N$ discrete intervals. Under the above conditions, to test the performance of the proposed ARCRFI-tree algorithm, the four algorithms are compared in terms of scanning time, time complexity and space complexity of the original database in the process of mining association rules from the perspective of theoretical analysis.

From the TABLE III, the ARCRFI-tree algorithm proposed in this paper needs to scan the original database only once, which is more efficient than other algorithms. From the time complexity, if the size of transaction database is small, the difference between FP-growth and ARCRFI-tree will not be obvious. With the increasing of transaction database, the time complexity of ARCRFI-tree algorithm is significantly smaller than that of others. We can see that the space complexity of the proposed ARCRFI-tree algorithm is slightly better than that of the FP-growth, which is because the ARCRFI-tree needs to convert the discrete transactions into Boolean matrix, but it is still better than Apriori algorithm. Therefore, compared with the other algorithms, we can draw a conclusion that the proposed algorithm has a better performance.
TABLE III. THE COMPARISON FOR COMPLEXITY

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Scan Times</th>
<th>Time Complexity</th>
<th>Space Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apriori</td>
<td>$k$</td>
<td>$O(n \times N^2 + \sum_{i=2}^{k}</td>
<td>L_i</td>
</tr>
<tr>
<td>FP-growth</td>
<td>2</td>
<td>$O(n \times N \times (3(N + 1)/2))$</td>
<td>$O(2 \times (n \times N) +</td>
</tr>
<tr>
<td>ARCRFI-tree</td>
<td>1</td>
<td>$O((n \times N) \times (1 + k))$</td>
<td>$O((1 + N) \times (n \times N) +</td>
</tr>
</tbody>
</table>

B. Performance Comparison with Different Algorithms

To verify the computational performance of ARCRFI-tree algorithm, in this part, with the datasets of Iris, Wine, Seeds and Housing, the running time and the number of rules of each algorithm is analyzed under the different minimum support. The experimental results are shown in Figure 1 and Figure 2.

From the Figure 1, we can see that, (i) Under the different datasets, the proposed ARCRFI-tree algorithm needs the least running time. (ii) As the size of the support increases, the running time of all algorithms decrease, and the difference among them diminish, which are owing to the reduction of the frequent itemsets. (iii) At condition of the same support and different datasets, the running time of the ARCRFI-tree algorithm is always less than that of Apriori and FP-growth algorithm, which means that at different datasets the proposed ARCRFI-tree algorithm always keeps the optimal running time. From the Figure 1(a), with the growth of support, compared with the FP-growth and ARCRFI-tree, the running time of Apriori algorithm diminishes significantly, but is still greater than that of others. From the Figure 1(b), when the support is greater than 0.2, the running time of each algorithm is small. When the support is less than or equal to 0.2, the running time...
of the ARCRFI-tree algorithm is much less than that of the Apriori algorithm. From the Figure 1(c), the Apriori algorithm takes long time under the support of 0.1, in other cases, the running time of each algorithm is little. In other cases, the running time of ARCRFI-tree algorithm is much less than that of the Apriori algorithm. Moreover, compared with the Apriori and FP-growth algorithm, the running time of ARCRFI-tree algorithm declines smoothly, which is because the generated frequent itemsets are reduced and the matrix operation is applied, so it is slightly affected by the changes of support and has good robustness.

From the Figure 2(a), when support is 0.1, the number of rules generated by Apriori/FP-growth algorithm is significantly greater than that of ARCRFI-tree algorithm. As the size of the support increases, the number of rules generated by Apriori/FP-growth algorithm is reduced because the frequent itemsets reduced, but still significantly greater than that of ARCRFI-tree algorithm. From the Figure 2(b), Figure 2(c) and Figure 2(d), with the growth of support, the number of rules generated by Apriori/FP-growth algorithm is reduced significantly, but still obviously greater than that of ARCRFI-tree algorithm. The number of rules generated by the ARCRFI-tree algorithm is less than that of the other algorithms, which is because that many redundancies are removed. In addition, the number of rules is insensitive to the changes of the support. All in all, based on the rules obtained by our algorithm, it is conductive to the applications of classification and regression prediction.

In order to verify the classification and regression prediction performance of the ARCRFI-tree, in this part, the rolling dataset comes from the real-world application was used. Moreover, 1000 samples were selected as training data and the other 500 samples were selected as test data. The proposed ARCRFI-tree was compared with BP [12], RBF [13], SVM [14], CART [15] and QART [10] in terms of training error and test error. The comparison results are shown in TABLE IV.

From the TABLE IV, the proposed ARCRFI-tree algorithm has a training error of 0.1750 and a test error of 0.1883, which outperforms other algorithms on accuracy, such as BP neural network, RBF neural network, SVM and CART algorithm. In addition, the training and test error of ARCRFI-TREE algorithm is relatively smaller than QART. All in all, the ARCRFI-tree algorithm has a high classification and regression prediction performance.

### TABLE IV. THE COMPARISON OF ALGORITHMS ON ACCURACY

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Training Error</th>
<th>Test Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP neural network</td>
<td>0.2064</td>
<td>0.4439</td>
</tr>
<tr>
<td>RBF neural network</td>
<td>0.2305</td>
<td>0.5753</td>
</tr>
<tr>
<td>SVM</td>
<td>0.9760</td>
<td>0.8263</td>
</tr>
<tr>
<td>CART</td>
<td>1.0140</td>
<td>1.0745</td>
</tr>
<tr>
<td>QART</td>
<td>0.1858</td>
<td>0.1989</td>
</tr>
<tr>
<td>ARCRFI-TREE</td>
<td>0.1750</td>
<td>0.1883</td>
</tr>
</tbody>
</table>

V. CONCLUSION

In this paper, a novel association classification and regression algorithm based on frequent itemset tree is proposed. Firstly, the clustering algorithm is used to discretize the transaction data. Then, the discrete transaction database is transformed into Boolean matrix based on matrix operation. Taking the advantage of tree structure into account, a new frequent itemset tree structure is proposed, and all frequent itemsets can be obtained when the tree structure is constructed. Finally, the consequents of the rules are got based on the least square method, and then the classification and regression model is constructed to realize the classification and regression prediction for new sample data. To evaluate the performance and effectiveness of the proposed algorithm, we choose datasets of UCI benchmark databases and rolling dataset, and use a variety of algorithms to operate simulation experiments. The results demonstrate that the algorithm proposed in this paper has higher classification and regression prediction accuracy and mining efficiency.
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