The Analysis of China CPI Trend Forecast Based on ARIMA Model
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Abstract. The Consumer Price Index (CPI) is an index of price changes that is calculated based on the prices of products and services related to residents' lives. This paper selects China's latest monthly CPI data as the research object, and constructs an ARIMA (12, 1, and 20) model of autoregressive-moving average. Based on the excellent model fitting effect, it successfully predicts future CPI trends. The effective implementation of price control policies at the macro level provides a quantitative basis.
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1. Introduction

In recent years, the rising prices of agricultural products have become a topic of common concern among the people and economists. The Consumer Price Index (CPI) is a comprehensive indicator of the prices of products and services related to the lives of residents. It can be used to measure changes in prices. The price index showed an upward trend, indicating that macroeconomic inflation has constrained the consumer price index of residents to be constrained by a variety of factors, and the factors have maintained an extremely complicated relationship. Especially in the post-international financial crisis era, China’s economy is not operating at all. Certainty and instability are on the rise. Faced with this situation, the market’s voice of concern about the subsequent development of the Chinese economy continues to permeate. In this context, the "uncertainty" of the impact factor has increased. Therefore, using the structural causal model to predict the trend of consumer price index, it is generally difficult to achieve a more satisfactory forecast effect. The ARIMA model is one of the most widely used linear time series modeling tools. The ARIMA model is also called the Box-Jenkins Model (B-J model). It is a time series prediction method named after the US statistician George E.P. Box and the British statistician GwilymM. Jenkins. This paper proposes to use the latest monthly CPI data from January 2001 to October 2011 as research objects to construct the ARIMA (12, 1, and 20) model, and predict the future trend of CPI on the basis of good model fitting effect. In order to provide a quantitative basis for government decision-making departments to effectively implement price control policies.

2. The Model Setting

Time series forecasting uses historical data to analyze the internal rules of the change of target objects over time, and then uses extrapolation mechanisms to extrapolate this rule to the future; that is, to process the time series to study the changing trends of the target itself. In order to accurately predict the future changes in the target object. The basic idea of the analysis of time series is that some time series can be regarded as variables that change randomly with time t. Although the individual sequence values of the time series are uncertain, the whole sequence shows a certain variation pattern. The mathematical model is described approximately. In the real world, people often use the time series ARIMA model to conduct empirical research to achieve the optimal prediction effect in the sense of minimum variance. The ARIMA model is called the summation autoregressive moving average model, abbreviated as ARMA (p, d, and q). The model structure is as follows:
3. Data Preprocessing

3.1 Chart Analysis

This article uses the latest monthly CPI from January 2008 to October 2017 in China (previous year = 100). The data (see Figure 1 for details) is from the official website of the National Bureau of Statistics http://www.stats.gov.cn/, All calculations are done using EViews 7.2 software.

<table>
<thead>
<tr>
<th>years</th>
<th>CPI</th>
<th>years</th>
<th>CPI</th>
<th>years</th>
<th>CPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1983</td>
<td>100</td>
<td>1996</td>
<td>216.4</td>
<td>2008</td>
<td>433.5</td>
</tr>
<tr>
<td>1984</td>
<td>101.9</td>
<td>1997</td>
<td>223.8</td>
<td>2009</td>
<td>438.7</td>
</tr>
<tr>
<td>1985</td>
<td>109.5</td>
<td>1998</td>
<td>238.1</td>
<td>2010</td>
<td>455.8</td>
</tr>
<tr>
<td>1986</td>
<td>112.2</td>
<td>1999</td>
<td>273.1</td>
<td>2011</td>
<td>464</td>
</tr>
<tr>
<td>1987</td>
<td>114.4</td>
<td>2000</td>
<td>339</td>
<td>2012</td>
<td>471</td>
</tr>
<tr>
<td>1989</td>
<td>116.7</td>
<td>2001</td>
<td>396.9</td>
<td>2013</td>
<td>493.6</td>
</tr>
<tr>
<td>1990</td>
<td>119.9</td>
<td>2002</td>
<td>429.9</td>
<td>2014</td>
<td>522.7</td>
</tr>
<tr>
<td>1991</td>
<td>131.1</td>
<td>2003</td>
<td>441.9</td>
<td>2015</td>
<td>519</td>
</tr>
<tr>
<td>1992</td>
<td>139.6</td>
<td>2004</td>
<td>438.4</td>
<td>2016</td>
<td>536.1</td>
</tr>
<tr>
<td>1993</td>
<td>149.8</td>
<td>2005</td>
<td>432.2</td>
<td>2017</td>
<td>565</td>
</tr>
<tr>
<td>1994</td>
<td>177.9</td>
<td>2006</td>
<td>434</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1995</td>
<td>209.9</td>
<td>2007</td>
<td>437</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From the perspective of changes in the annual CPI time series, the price index has a clear tendency to fluctuate over time. The initial judgment is a non-stationary time series. To further determine the stationarity of the time series, the unit root test was performed on the data using the ADF test method. The ADF test results show that the t-test value of CPI is greater than the street value, and this sequence can be considered as a significant non-stationary sequence. The CPI takes the first-order difference and then performs trend conversion. From the time trend of the CPI first-order differential sequence, the sequence is a purely random sequence. The ADF unit root test was performed on the D(CPI) sequence. The results showed that the t value was less than the critical value and the associated probability was significant. This sequence was a non-white noise sequence. It can be seen that the data after differential processing has been called a smooth non-white noise sequence, and the model can be fitted.

3.2 Diagram Analysis

Using sentences to generate a sequence of time points, draw a relationship diagram with time, that is, a sequence diagram, we can intuitively see the trend of increasing time, the average value of different time periods is different, there is a continuous rise, that is, the sequence is not stable.

Of course, this intuitive illustration is often misleading, so further judgment is needed. Sample autocorrelation test. The sample correlation function graph available, as shown in Figure 1.
The sample autocorrelation function for a time series is defined as:

\[ r_k = \frac{1}{n} \sum_{t=1}^{n-k} (X_t - \bar{X})(X_{t+k} - \bar{X}), \quad k = 1, 2, 3, \ldots \]

It is easy to know that with the increase, the sample autocorrelation function decreases and tends to zero. However, in terms of the rate of decline, the stationary sequence is much faster than the non-stationary sequence. From the above sample correlation function graph, we can see that the sample correlation function is slowly decreasing towards zero, and it does not quickly decrease to zero like the partial autocorrelation function. Therefore, through the sample correlation diagram, it can be initially determined that the time series is non-stationary.

Of course, this method of judgment is also subjective. We will judge the objectivity in the following and further clarify the stationarity of the sequence.

A unit root test that tests the stability of the sequence is used. Get the result as shown in the figure:

It can be seen that the probability \( P = 0.1532 \), and at the 5% level, the original hypothesis with the unit root is accepted.

The estimated result of Model 1 is:

\[ \Delta CPI_t = -0.166860 CPI_{t-1} + 0.722663 \Delta CPI_{t-1} + 2.656493 \]

In summary, according to the test, there is a unit root in the sequence, that is, the sequence is non-stationary.
4. Estimation Method

The known sequence CPI is a single-order integer, so we can estimate the model of the first-order differential sequence $ARMA(p,q)$, that is $ARIMA(p,1,q)$, the model of the original sequence. The order $ARMA(p,q)$ is determined by looking at the sample's autocorrelation function and partial autocorrelation function. Therefore, we first need to draw the autocorrelation function and partial autocorrelation function of the sample CPI of the first-order differential sequence.

![Figure 3. The sample CPI of the first-order differential sequence](image)

We can see that the 1st order and 2nd order of the partial autocorrelation function graph have obvious sharp pillars, while the 1st order of the autocorrelation function graph has obvious sharp pillars, so we might as well preliminarily set the order as $p = 1, q = 2$. $ARIMA(2,1,1)$ The original sequence is identified.

![Figure 4. Original sequence of CPI](image)

After obtaining the estimate, we also perform a 1-order LM test on the sequence residuals to obtain the 1-order LM test results of the sequence residuals as shown in Fig. 5.

The estimated results of the model according to Figure 5 are:

$$\Delta CPI_t = -25.26277 + 2.686492 \Delta CPI_{t-1} - 0.954266 \Delta CPI_{t-2} + \epsilon_t + 0.074057 \epsilon_{t-1}$$

AIC=8.106602    SC=8.384147    $LM (1) = 0.361366$

![Figure 5. The 1-order LM test results of the sequence residuals](image)
It can be seen that the residuals of the two models are irrelevant, that is, the residuals can be considered as random sequences, that is, the models are basically consistent. In summary, we finally select the model \( ARIMA(1,1,1) \) to estimate the sequence \( CPI \), the caliber of the model that gets the sequence \( CPI \) is:

\[
\Delta CPI_t = -25.26277 - 2.626492 CPI_{t-1} - 0.954266 CPI_{t-2} + \varepsilon_t + 0.074057 \varepsilon_{t-1}
\]

\[Var(\varepsilon)^2 = 19.048598\]

5. Forecast and Analysis

First, in order to test the effect of model prediction, static in-sample prediction was performed using Views 6.0 software, and then the predicted values and real values were plotted as corresponding graphs. The real value of China's monthly CPI during the sample period from Figure 4 (blue in the figure The color line represents the CPI) and the predicted value (red lines in the figure Table, namely CPIF) The fitting of the two curves, the trend of the two is basically consistent, and the similarity in many places indicates that the model has good fitting accuracy and the corresponding prediction accuracy is also high. According to the comparison between the predicted values and the real values for January-June 2017 as listed in Table 2, the prediction errors are all in the range of 0.5 to 10,000.

The prediction accuracy is very high.

To further analyze the trend of China's CPI in 2018, reuse the established table.2.

<table>
<thead>
<tr>
<th>2018 years</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>actual value</td>
<td>104.9</td>
<td>104.9</td>
<td>105.0</td>
<td>105.1</td>
<td>105.2</td>
<td>105.4</td>
</tr>
<tr>
<td>Predictive value</td>
<td>105.35</td>
<td>105.35</td>
<td>105.10</td>
<td>104.93</td>
<td>04.8</td>
<td>105.2</td>
</tr>
<tr>
<td>Prediction error (‰)</td>
<td>-0.43</td>
<td>0.30</td>
<td>-0.0</td>
<td>0.16</td>
<td>0.29</td>
<td>0.11</td>
</tr>
</tbody>
</table>

The ARIMA (12, 1, and 20) model performs out-of-sample dynamic forecasting of the CPI index and extends the modeled sample from January 2006 to December 2017. The medium-term forecast of the data can be obtained directly by running the Views software. Also plot the CPI real and predicted values as a polyline, from the CPI plotted in Figure 5.

From the point of view of true and dynamic forecast values, it can be seen that in the period from now to December 2017, China’s price trend still has great difficulty in regulation, and relevant departments need to take effective measures to strictly control price increases.
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