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Abstract—Bearing is an important part of wind turbine. In the past few years, there have been many intelligent fault diagnosis algorithms for it. Support vector machine is one of them. But it also has many shortcomings for fault diagnosis. For example, how to select kernel and parameters makes the classifier more accurate. In this paper, in order to find the best global parameters, we choose the PSO algorithm, and we also use the adaboost algorithm to improve the classification accuracy. By comparing the experimental results of other classifiers, the proposed PSO-AdaBoostSVM algorithm is superior to SVM and AdaBoostSVM in classification accuracy. So the proposed algorithm can be used in the fault diagnosis of wind Turbines’ Bearing.
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I. INTRODUCTION

Over the past few years, there are many methods for fault diagnosis of wind turbines. Such as BP SVM ELM. Support Vector Machine [1] was proposed by Cortes and Vapnik in 1995 which is a kind of generalized linear classifier. The main idea of SVM can be summarized as two points: (1) It is for linearly separable cases classifier. (2) For linearly inseparable cases, the linearly separable sample is transformed into a high-dimensional feature space to be linearly separable using a nonlinear mapping algorithm. As a classifier, it can be well use in classifying. However, it also have some Shortcomings. The RBF kernel is one of the popular kernels used by SVM, which has a parameter known as Gaussian width, \( \sigma \). In contrast to the RBF networks, SVM with the RBF kernel can automatically determine the number and location of the centers and the weight values [2].

AdaBoost is a machine learning algorithm based on Boosting idea. It can enhance a weak classifier with slightly higher prediction accuracy, and ensemble it to a strong classifier with high prediction accuracy. AdaBoost creates a collection of component classifiers by maintaining a set of weights over training samples and adaptively adjusting these weights after each Boosting iteration [3]. There have been many ways to proposed in weight updating. Many studies that use Decision Trees or Neural Networks as component classifiers for AdaBoost have been reported. The article [4] used SVM as a component classifier of AdaBoost. We know that it important to choose a kernel for SVM. RBF kernel is more popular these days. But it has really big influence on selecting proper values of C and \( \sigma \). [4] proposed that \( \sigma \) value adaptively adjusted to obtain a set of moderately accurate RBFSVM component classifiers. Although the AdaBoostSVM algorithm have a good classification performance, it also needs to set the different value of C and \( \sigma \) step in advance. Liu X [5] has proved that SVM can be a component classifiers for AdaBoost. He also proposed a GA method to enhance the accuracy of AdaBoostSVM. Kapoor N [6] use PSO optimized SVM controller. Some researchers also used AdaBoost algorithm to improve other algorithm. Such as, Liu X [7] use adaboost to enhance BP algorithm in hydraulic system’s Fault diagnosis.

In this paper, it uses RBFSVM as the component classifier of AdaBoost. We know that the value of parameters have really significant influence of the component classifier during the AdaBoost iterations. How to choose the right and accurate parameters (C and \( \sigma \)) is crucial for the classification accuracy of the model. So, a global optimization algorithm can be chosen to find the appropriate parameters. This paper choose the PSO algorithm to iterative optimize by updating the speed and location of the particle. And then it proposed the multi-classified strategies to diagnosis the fault of wind turbine’s gearbox. At last, after AdaBoost has enhanced the couples of wear classifier, it has proved that making diagnosis more accurate.

II. PROPOSED ALGORITHM

A. Basic Support Vector Machine

SVM is used to solve the problem of data classification in the field of pattern recognition and belongs to a type of supervised learning algorithm. SVM is design for linearly separable cases. But in non-linear conditions, it can transform the original input set to a high-dimensional feature space by using a kernel function, and then achieve optimum classification in feature space [8]. SVM tries to identify a hyper-plane in a multi-dimensional space. Its decision function can be expressed as follows:

\[
   f(x) = \langle w, \phi(x) \rangle + b
\]

(1)

The problem of the classifier is that to optimal the w and b. So, it can be solved as the following formula:

\[
   \min\{ g(w, \xi) = \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} \xi_i \}
\]

(2)
\[ y_i (< w, \phi(x_i) + b) \geq 1 - \xi_i, \xi_i \geq 0 \] (3)

\[ \sum_{i=1}^{l} y_i a_i = 0, 0 \leq a_i \leq C, i = 1, \ldots, l \] (5)

Decision function:
\[ f(x) = \text{sign} \left( \sum_{i=1}^{N} a_i^0 y_i x_i x + b_0 \right) \] (6)

B. Particle Swarm Optimization

PSO seeks optimal solutions through collaboration and information sharing among individuals in a group. Particles’ characteristics are represented by three parameters, such as position, velocity and fitness[9]. It has been widely used in function optimization, neural network training, fuzzy system control and other genetic algorithms. It can be expressed as updating of the positions and velocities in each iteration. As shown in the following formula:
\[ V_{id}^{k+1} = \omega V_{id}^k + c_1 r_1 (P_{id}^k - X_{id}^k) + c_2 r_2 (P_{gd}^k - X_{id}^k) \] (7)
\[ X_{id}^{k+1} = X_{id}^k + V_{id}^{k+1} \] (8)

C. AdaBoost Algorithm

Boosting, also known as reinforcement learning or upgrade process, is an important ensemble learning technology. In the AdaBoost algorithm, each training sample is given a weight indicating the probability that it is selected into the training set by a classification classifier. It can be briefly described as fellow steps (See Table I):

**TABLE I. ADABOOST ALGORITHM**

<table>
<thead>
<tr>
<th>AdaBoost</th>
<th></th>
</tr>
</thead>
</table>
| Input: training samples \[ (x_1, y_1), \ldots, (x_n, y_n) \] where \( x_i \in X, y_i \in Y = \{1, -1\} \) training times \( T \)
| Initialization: the weight of training samples are the same value \( D_1(i) = 1/N \)
| Iterative update: For \( t = 1 \ldots T \) Training weak classifier using distribution \( D_t \), component classifier prediction is \( h_t(x_i) \)
| Training error \( \epsilon_t \) is calculated by the formula:
| Set weight for component classifier:
| Update the weight of training samples:
| Output: strong classifier prediction:

\[ H(x) = \text{sign} \left( \sum_{t=1}^{T} a_t h_t(x) \right) \]

D. Proposed Algorithm: PSO-AdaBoostSVM

In this paper, the problem of gearbox’s diagnosis is always a complex issue. Its vibration signal is nonlinear and non-stationary. So RBF is a good choice for a kernel of SVM. How to set the suitable \( \sigma \) and \( C \) values for the component classifier of RBFSVM is critical at the beginning of adaboost iterations. Even more, the parameters of different base classifiers have different results for the classification of ensemble classifiers. PSO algorithm is a global optimization algorithm. In this paper, PSO is used to search the optimal set of parameter values of the ensemble classifier. And then, making the classification more accuracy. The PSO-AdaBoostSVM is showed in Table II:

**TABLE II. PSO-ADABOOSTSVM ALGORITHM**

<table>
<thead>
<tr>
<th>PSO-AdaBoostSVM</th>
<th></th>
</tr>
</thead>
</table>
| Input: training samples \[ (x_1, y_1), \ldots, (x_n, y_n) \] where \( x_i \in X, y_i \in Y = \{1, -1\} \), training error Threshold \( \epsilon_{th} \), the \( i \)th particle \( X_{id} \), velocity is \( V_{id} \), individual and globe optimal value is \( P_{id}, P_{gd} \)
| Initialization: initialize the individual by defining random velocities and positions
| Iterative update: If \( \text{loop} < n_{\text{max}} \) (maximum iterations)
| Evaluate the fitness value of each AdaBoostSVM
| Update the position and velocity.
| Output: the best globe optimal value
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E. Proposed Algorithm: PSO-AdaBoostSVM

SVM is designed for binary problems, so how to solve the multiple classification problems in fault diagnosis? This paper use the one-versus-rest method. In briefly, It classifies a sample of one category into one category and the rest of the samples is classified into another category. The number of classifiers is $k(k - 1)/2$.

III. SIMULATION EXPERIMENT

In this paper, it designed a simulation experiment for the gearbox’s fault diagnosis. The system installs vibration sensors in the gearbox to get vibration data for the operation of the gearbox. And then extract features of vibration signals. It collected the operating data in the four conditions of the gearbox through experiments, which is normal, out ring damage, inner ring damage and ball damage. Fault diagnosis is mainly divided into the following steps:

1) Firstly, it selected 8192 sample points, and the sensor sampling frequency is 93.7 kHz to get the high-speed input horizontal vibration signal.

2) In order to increase the speed of computer operation, we randomly intercept 300 points into a group, a total of 200 groups of vibration data. 150 of them are training data and 50 of them are test data.

3) Separately extract feature values of training data and test data, which is included Time-Domain and Frequency-Domain Features: Kurtosis index, Margin, Skewed, Power spectrum center of gravity, Power spectral variance, Harmonic factor, Peak factor, Compressed energy, Separately extract feature values of training data and test data, which is included Time-Domain and Frequency-Domain Features; Kurtosis index, Margin, Skewed, Power spectrum center of gravity, Power spectral variance, Harmonic factor, Peak factor, Compressed energy, Compressed Information entropy. Shown in Table III:

4) The feature parameters extracted from all the groups were substituted into the classification model (such as SVM AdaBoostSVM, PSO-AdaBoostSVM) for training, and the advantages of the proposed algorithm were compared with other algorithm.

<table>
<thead>
<tr>
<th>Practical fault type</th>
<th>Margin factor</th>
<th>Skewed index</th>
<th>Power spectral variance</th>
<th>Harmonic factor</th>
<th>Kurtosis index</th>
<th>Peak factor</th>
<th>Compressed energy</th>
<th>Compressed Information entropy</th>
<th>label</th>
</tr>
</thead>
<tbody>
<tr>
<td>normal</td>
<td>-0.1075</td>
<td>0.0661</td>
<td>0.0225</td>
<td>-0.5680</td>
<td>2.9055</td>
<td>2.5961</td>
<td>0.4624</td>
<td>0.3154</td>
<td>1</td>
</tr>
<tr>
<td>Bearing out ring damage</td>
<td>0.0705</td>
<td>1.7954</td>
<td>0.0118</td>
<td>-0.2011</td>
<td>14.1678</td>
<td>7.3196</td>
<td>0.2483</td>
<td>0.1425</td>
<td>2</td>
</tr>
<tr>
<td>Bearing boll damage</td>
<td>0.0696</td>
<td>2.1895</td>
<td>0.0129</td>
<td>-0.4760</td>
<td>14.9366</td>
<td>7.4929</td>
<td>0.2153</td>
<td>0.2166</td>
<td>3</td>
</tr>
<tr>
<td>Bearing inner ring damage</td>
<td>-0.8880</td>
<td>0.3574</td>
<td>-0.0339</td>
<td>-0.4908</td>
<td>4.1899</td>
<td>4.3002</td>
<td>0.5361</td>
<td>0.1752</td>
<td>4</td>
</tr>
</tbody>
</table>

The paper use different classifiers to test the effect of diagnosis. The result is showed in the following figures (Figure I-III):

FIGURE I. RESULT OF PSO-ADABOOSTSVM

FIGURE II. RESULT OF ADABOOSTSVM
From the above figure, we can see that the proposed algorithm has higher accuracy than other algorithms, which is 98%. And AdaBoostSVM is 92%, SVM is 86%.

IV. CONCLUSION

SVM is a good classifier, but it has many shortcomings. The adaboost algorithm improves its performance to some extent. But it is not enough. The algorithm proposed in this paper further enhances the performance of the classifier, making it well applicable to the fault diagnosis of wind turbine bearings.
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