
The Global Stability of a Delayed Reaction-Diffusion 
Predator-Prey Model 

Yu Jiang1,*, Huiming Wei2 and Xiaoli Zhang3 
1Department of Public Courses, Shenzhen Institute of Information Technology, Shenzhen 518172, China 

2China nuclear power simulation Technology Company limited, Shenzhen 518031, China 
3Sino-German School Shenzhen Institute of Information Technology, Shenzhen 518172, China 

*Corresponding author
 
 

Abstract—In this article, a delayed reaction-diffusion 
predator-prey model with stage structure is investigated. The 
global stability of the coexistence states is discussed by the 
linearization method and the method of upper and lower 
solutions. Sufficient conditions of the global attractivity of 
nonnegative constant equilibrium of the system are obtained. Our 
results show that the free diffusion of the delayed reaction-
diffusion system has no influence on the populations.  Finally, 
numerical simulations are carried out to illustrate the main 
results. 

Keywords—reaction-diffusion; time delay; the method of upper 
and lower solutions; global stability 

I. INTRODUCTION  

Recently many authors who are interesting in studying the 
dynamic behavior of the predator-prey system . In [1] used a 
Markovian switching process to model the telephone noise in 
the environment, and proposed a stochastic regime-switching 
predator–prey model with harvesting and distributed delays. 
Three species model consisting of prey were considered [2], 
intermediate predator that predates upon prey and top predator 
with  intraguild predation. In this paper, we consider the system 
(1.1) with diffusion terms and the harvesting effort: 
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For convenience, we set: 
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then we can rewritten the system (1.2) as the following form: 
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The system is detailed introduced in [3]. In [3], the 
boundedness, existence and uniqueness of the model is 
investigated; The existence and uniqueness of the global 
solution of the system are proved; The local and global stability 
of the constant equilibria are discussed by the linearization 
method and the method of upper and lower solutions, 
respectively. In this paper, the global stability of the 
coexistence states is discussed by the linearization method and 
the method of upper and lower solutions; Sufficient conditions 
of the global attractivity of nonnegative constant equilibria of 
the system are obtained. 

The remaining parts of the paper are organized as follows. 
In next section, we prove the asymptotical stability of the 
coexistence states of the system (1.1). In section 3, we analyze 
the global stability of the constant equilibrium and obtain the 
sufficient conditions of global attractivity. Finally, we give the 
summary, numerical simulations and the main results of this 
work. 

II. ASYMPTOTICAL STABILITY OF THE COEXISTENCE 

STATES  

In this section, we assume that the system (1.4) has a pair of 
coexistence states 1( , )u x t , 2 ( , )u x t . Then 1( , )u x t , 2 ( , )u x t ,  
satisfies the following system: 
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We shall have the following theorem:  
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Theorem 2.1. If 4 3( )ad e d E     , then every pair 
of coexistence states of the system (2.1) is linearly stable as 

1 2, 0D D  . 

Proof. Let  1 2( ), ( )u x u x  be a pair of coexistence states of 

the system (2.1). Firstly, we introduce the following eigenvalue 
problem: 
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Since the system (2.1) is a mixed quasi-monotone system 
(i.e.,

2 1
0, 0u uf g  ), by the Krein-Rutman Theorem in [4], we 

know that the eigenvalue problem (2.6) in [3] has a principal 
eigenvalue, denote by 6 , and it corresponding 

eigenfunction ( ), ( )x x  can be chosen such that 

( ) 0, ( ) 0,x x x                       (2.3) 

It is well known that the linear stability of every pair of 
coexistence states of the system (2.1) is determined by the sign 
of 6 . Therefore, we will show that 6 0  . To do this, we 
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We claim that 6 is bounded if 1 2,D D  are sufficiently small. 

In fact, suppose 6    as 1 2, 0D D   then, by (2.4) and 
(2.5), we have 
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which contradict to the assumption 0, 0   . Therefore, 

6 is bounded. Define the linear operator :L X Y given by 
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From (2.8), it follows that L A I   is invertible. We 
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Combining (2.11) and (2.12) get 1( )L A I   is positive. 
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Therefore, 6 0   as 1 2, 0D D  . This completes the proof of 
Theorem 2.1. 

III. GLOBAL STABILITY OF THE CONSTANT EQUILIBRIUM  
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For the mixed quasi-monotone system (1.1), we give the 
definition of ordered upper and lower solutions. 

Definition 3.1. We let 
   2,1

1 2 1 2ˆ ˆ( , ), ( , ) ( 0, ) ( 0, )u u u u C T C T     is a pair of 

upper and lower solutions to the system (1.1) if 

21 1 2
1 1 1 1

1

21 1 2
1 1 1 1

1

22
2 2 2 3 2 4 2

2
2 2

ˆ( , ) ( , )
( , ) ( , ) ,

1 ( , )

ˆ ˆ ( , ) ( , )
ˆ ˆ ˆ( , ) ( , ) ,

ˆ1 ( , )

( , ) ( ) ( , ) ( , ),

ˆ
ˆ

u u x t u x t
D u au x t bu x t

t cu x t

u u x t u x t
D u au x t bu x t

t cu x t

u
D u e u x t d E u x t d u x t

t
u

D u
t







 






    

 


    
 


      



  


   



    

 

2
2 3 2 4 2

1 1 2 2

1 1 1

2 2 2

ˆ ˆ ˆ( , ) ( ) ( , ) ( , ),

ˆ ˆ
0 , 0 , , 0,

ˆ ( ,0) ( , ) ( ,0), , ,0 ,

ˆ ( ,0) ( , ) ( ,0), .

e u x t d E u x t d u x t

u u u u
x t

n n n n

u x x t u x x t

u x x t u x x

 

 















    

         
   

     
   

 



 (3.1) 

Moreover, a pair of upper and lower solutions 
 1 2 1 2ˆ ˆ, , ( , )u u u u  is called ordered if 1 1 2 2ˆ ˆ,u u u u   in  0,T . 

Suppose that ˆ( , )c c is a pair of ordered upper and lower 
solutions to the system (1.4), where 

0 1 2( , )Tc c c   and 1 2ˆ ˆ ˆ( , )Tc c c . We remark that  1 1 2,k u u  and 

 2 1 2,k u u  with respect to 1 2,u u  are continuous and mixed 

quasi-monotone (i.e., 1 2

2 1

0, 0
k k

u u

 
 

 
) in * , 

where  1 1ˆ:s R c s c      ,  *
2 2ˆ:s R c s c      . 

Thus, 1 1 2( , )k u u  and 2 1 2( , )k u u  are Lipschitz continuous, i.e., 

for all *
1 2 1 2( , ), ( , )u u u u   , there exists 0( 1,2)iG i   

such that 

1 1 2 1 1 2 1 1 1 2 2( , ) ( , ) ( )k u u k u u G u u u u             (3.2) 

2 1 2 2 1 2 2 1 1 2 2( , ) ( , ) ( )k u u k u u G u u u u            (3.3) 

Before using the method of upper and lower solutions in [7], 
we need to introduce two sequences of constant 

vectors    ( ) ( ) ( )
1 2 1

,m m m

m
c c c




 ,    ( ) ( ) ( )

1 2
1

,m m m

m
c c c




 which 

satisfies 

( 1)
2( ) ( 1) ( 1) ( 1)

1 1 1 1 ( 1)
1 1

( 1)
( ) ( 1) ( 1) ( 1) 2

1 1 1 1 ( 1)
1 1

( ) ( 1) ( 1) ( 1)
2 2 2 3 4 2

1

( ) ( 1) ( 1) (
2 2 2 3 4 2

1

1
( ),

1

1
( ),

1

1
( ),

1
(

m

m m m m
m

m
m m m m

m

m m m m

m m m

c
c c c a bc

G cc

c
c c c a bc

G cc

c c c e d E d c
G

c c c e d E d c
G















  



  



   

  

   


   


    

     1)

(0)(0)
0 0

),

ˆ, , 1,2,

m

c c c c m
















       (3.4) 

where 0 0ˆ( , )c c is a pair of ordered upper and lower solutions to 
the system (1.4). By the mixed quasi-monotone property of the 
system (4.1), we can prove that the following Lemma holds: 
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where 1 2( , ) ( ( , ), ( , ))Tu x t u x t u x t and 1 2( , )Tc c c . 
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     
    
   
 
        (3.13) 

Applying Lemma 2.1 in [3], we have 

 2 2( , ) ( , ), ( , ) 0,u x t W x t x t             (3.14) 

By Lemma 3.1 and Lemma 3.3, it follows that  

3

42 ( , ) e d E

dW x t
    , t                      (3.15) 

Hence, for any 0  , there always exists ** 0t  as 
**t t such that 

3

42 2( , ) ( , ) e d E

du x t W x t
 

                      (3.16) 

Let 1( , )W x t be the solution of the scalar boundary-value 
problem 



1
1 1 1 1

**3 4

4

( , )( ( , )

( )
) ( , ) ,

(1 )

W
D W W x t a bW x t

t

e d E d
x t t

ac
d

b

  


   


  

  


，
  (3.17) 

In fact, **
1 1 1( , ) 0, ( , ) ( , ) 0,a bW x t W x t x t x     . 

By the quasi-monotone property of 1 1 2( , )k u u , we obtain  

**
1 2( , ) ( , ), ( , ) ,u x t W x t x t t                 (3.18) 

Now we consider the scalar boundary-value problem 





1
2 1 1 1

**3 4

4

**1

**
1 1

( , )( ( , )

( )
), ( , ) , ,

(1 )

0, ( , ) , ,

( , ) ( , ) 0, .

W
D W W x t a bW x t

t

e d E d
x t t

ac
d

b
W

x t t
n

W x t x t x

  





     
       


    

    (3.19) 

By [8], we have 

4
1 3 4( , ) (1 ) ( )

ad ac
W x t e d E d

b b b
        as t  

sufficiently large. Therefore, for the above given  , there 
exists 0 0t   satisfying  

 

4
1 3

4 0

( , ) (1 ) (

), ( , ) ,

ad ac
u x t e d

b b b
E d x t t

 



   

   
             (3.20) 

Let 

3

4

4
1 3 4 1 1

2 2 2

ˆ(1 ) ( ), ,

ˆ, ,e d E

d

ad ac
c e d E d c

b b b

c c






   

 




 

       

   




 (3.21) 

where 1,  and 2 are sufficiently small positive constants. By 

4 3( )ad e d E      and 3e d E    , applying Lemma 
3.1 in [9] and Lemma 2.1 in [3], for t sufficiently large, we 
obtain that  
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1 1 1 2 2 2ˆ ˆ( , ) , ( , )c u x t c c u x t c     , 

4 2
1 3 4 1

1

(1 ) ( ) 0
1

ad cac
c e d E d a bc

b b b cc
            


 


;

3 3

4 4

2
2 2 2 0.e d E e d E

d dc c c
  

            

So, it is not difficult to prove that 1 1ĉ  and 2 2ĉ   

satisfy (3.1). Hence, 1 2 1 2ˆ ˆ( , ), ( , )c c c c   are a pair of coupled upper 
and lower solutions of the system (1.4). 

By Lemma 3.2, we obtain that c  and c  satisfy (3.7). 

Since 4 3( )ad e d E      and 3e d E    , and the 
following equations have unique positive solutions: 

2
1 1 2 3 4 2

1

( ) 0, ( ) 0
1

c
c a bc c e d E d c

cc


       


   (3.22) 

Therefore,  

* *
1 1 1 2 2 2, .c c c c c c                          (3.23) 

So * *
1 1 2 2lim ( , ) , lim ( , ) .

t t
u x t c u x t c

 
   This completes the 

proof of Theorem 3.1.  

Observing by Theorems 3.1, 3.2 in [3] and Theorems 2.1, 
3.1, we get some results as follows: 

Theorem 3.2. If 4 3( )ad e d E      and 

3e d E    , then the positive equilibrium * *
4 1 2( , )E c c  is 

globally asymptotically stable as 1 2,D D   are sufficiently small. 

Theorem 3.3. If 4 3( )ad e d E      and 

3e d E    ,then the positive equilibrium * *
4 1 2( , )E c c  is 

globally asymptotically stable.  

IV. SUMMARY 

In this work, a delayed reaction-diffusion predator-prey 
model with stage structure and continuous harvesting for 
predator is discussed. By using the linearization method and the 
method of upper and lower solutions, the global stability of the 
coexistence states of the system is investigated. Sufficient 
conditions of the global attractivity of nonnegative constant 
equilibria of the system are obtained. By Theorem 2.1 and 3.1, 
one can see that every pair of coexistence states of the system 

(2.1) is linearly stable as 1 2 0D D ，  and 

4 3( )ad e d E     . By Theorem 3.2, if 

4 3( )ad e d E      and 3e d E    , then the positive 

equilibrium * *
4 1 2( , )E c c is globally asymptotically stable as 

1 2,D D  are sufficiently small. By Theorem 3.3,  one can see 

that the positive equilibrium * *
4 1 2( , )E c c is globally 

asymptotically stable if the following conditions holds: 

4 3( )ad e d E      and 3e d E    . Finally, 
numerical simulations are carried out to illustrate the main 
results. Our results show that the free diffusion of the delayed 
reaction-diffusion system has no influence on the populations. 

In the following, we give some examples to illustrate our 
main results on the global convergence of positive solutions of 
system (1.1). We always take  = 0  ， . In system (1.1), let 

1 2= =0.5 =0.5, 1,D D    2， ，a=2,b=4.5,c=2, =4, =0.5,

3 40.1, 2, 0.1d d E   . In this example, we take 

1 2= =0.5D D2， , and they are small. Then it is easy to show 
that system (1.1) has a unique positive 
equilibrium  4 0.3808,  0.1262E . Clearly, 

4 3( )ad e d E     . By Theorem 3.1, one can see that the 

positive solution 1 2( ( , ), ( , ))u x t u x t  of system (1.1) converges to 

the positive equilibrium  4 0.3808,  0.1262E  (see Figure. 1). 

In system (1.1), let 1 =D 0.001， 2 =0.002D ，a=2,b=4.5,c=2, 

3 4=0.1, 1, 0.1, 2, 0.1.d d E      =4, =0.5,  In this 

example, we take 1 =D 0.001， 2 =0.002D ，and they are very 
small. Then it is easy to show that system (1.1) has a unique 
positive equilibrium  4 0.3808,  0.1 .262E  Clearly, 

4 3( )ad e d E     . By Theorem 2.1 and 3.2, one can see 

that the positive solution 1 2( ( , ), ( , ))u x t u x t  of system (1.1) 

converges to the positive equilibrium  4 0.3808,  0.1 .262E  

(see Figure. 2). In system (1.1), let 

1 =D 10， 2 =30D ， a=2, b=4.5, c=2,

3 4=0.1, 1, 0.1, 2, 0.1.d d E      =4, =0.5,  In this 

example, we take 1 =D 10， 2 =30D ， and they are bigger. Then it 
is easy to show that system (1.1) has a unique positive 
equilibrium  4 0.3808,  0.1 .262E  Clearly, 

4 3( )ad e d E     . By Theorem 3.3, one can see that the 

positive solution 1 2( ( , ), ( , ))u x t u x t  of system (1.1) converges to 

the positive equilibrium  4 0.3808,  0.1262E (see Figure. 3). 
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FIGURE I. THE TEMPORAL SOLUTION FOUND BY NUMERICAL INTEGRATION OF SYSTEM (1.2) WITH 

1 =D 2， 2 =0.5D ，a=2,b=4.5,c=2,=4, =0.5, =0.1, 1,  3 0.1,d  4 2,d  0.1E  . 

 
 

FIGURE II. THE TEMPORAL SOLUTION FOUND BY NUMERICAL INTEGRATION OF SYSTEM (1.2) WITH 

1 =D 0.001， 2 =0.002D ，a=2,b=4.5,c=2,=4, =0.5, =0.1, 1,  3 0.1,d  4 2,d  0.1E  . 

 
 

FIGURE III. THE TEMPORAL SOLUTION FOUND BY NUMERICAL INTEGRATION OF SYSTEM (1.2) WITH 

1 =1D 0， 2 =30D ，a=2,b=4.5,c=2,=4, =0.5, =0.1, 1,  3 0.1,d  4 2,d  0.1E  .
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