JMCT Monte Carlo Code with Capability of Integrating Nuclear System Feedback
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Abstract—JMCT is a general purpose 3D Mont Carlo (MC) neutron-photon-electron and coupled neutron/photon/electron transport code with a continuous energy and multigroup. The program is developed based on the combinatorial geometry parallel infrastructure JCOGIN and with the most functions of general Monte Carlo particle transport code which include the various variance reduction techniques, Doppler broadening on-the-fly (OTF), uniform tally density (UTD), consistent adjoint driven importance sampling (CADIS), fast criticality search of boron concentration, the domain decomposition (DD), the two level parallel computation of MPI and OpenMP, etc. The geometry zones, materials, tallies, depletion zones, memories and period of random number are enough big for simulation of various extreme complicated problems. Also JMCT is hybrid the discrete ordinate S\textsubscript{N} program JSNT to generate source biasing factors and weight window parameters. The CAD modeling and visualized output are equipped. JMCT can provide technology support for reactor physics, criticality safe analysis and shielding design. Especially, JMCT is coupled depletion and thermal-hydraulic for simulation of reactor feedback effects, including depletion, thermal feedback. This paper describes the application of the JMCT to the simulation of BEAVRS model. The results are good consistent with MC21, OpenMC and experiment in hot zero power (HZP). Also, we performed the part calculation of hot full power (HFP) in case of 30 axial planes, where the depletion regions exceed 1.528 million and 120 thousand processors to be used in maximum. The capability of high fidelity is shown.
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I. INTRODUCTION

JPTS is a high fidelity particle transport system under joint development by IAPCM and CAEP-SCNS for simulation of reactor full-core and radiation shielding (see figure I). This package is developed based on the parallel infrastructure JASMIN [1], JAUMIN [2] and JCOGIN [3], where JASMIN is an adaptive structured mesh infrastructure, JAUMIN is an adaptive unstructured mesh infrastructure and JCOGIN is a parallel combinatorial geometry infrastructure. The infrastructures integrate the mutual and common computational methods and parallel algorithms. It greatly reduces the complicated degree of writing parallel program. In this paper, we mainly introduce the basic functions and key algorithms of JMCT v2.0 [4]. The latest development progress is presented. The test example is chosen the BEAVRS model [5]. The simulated results are presented.

II. CHARACTER OF JMCT MONTE CARLO PARTICLE TRANSPORT CODE

The large-scale, multi-functional, three-dimensional neutron-photon-electron transport Monte Carlo program JMCT can simulate transport problems in any complex geometric systems. The problems of criticality, fixed sources and adjoint are available. JMCT is characterized by strong geometric processing ability, basic geometric bodies include: cube, cylinder, sphere, cone, ellipsoid, torus etc and easy

FIGURE I. THE LOGICAL STRUCTURE OF JPTS PACKAGE
the transport calculation of multi-types of particles, such as neutron, photon, electron, proton, $\alpha$-particle. The coupled neutron transport, depletion, thermal-hydraulics and fuel performance is developed for reactor lifecycle. The hybrid MC (JMCT) and S$_\alpha$ (JSNT) has been developed for deep-penetration radiation shielding. The pre-processing and post-processing have been bundled together with JMCT.

JMCT infrastructure integrates the common methods of Monte Carlo particle transport, such as geometry description, Boolean operation, track length calculation, random number generator, DD, parallel computation, sample of arbitrary distribution, volume calculation for arbitrary geometry cell, the advanced computer technology and load balance technologies etc.. It can support the development of various Monte Carlo particle transport programs.

A. JMCT Support

1) Particle type: neutron, photon, electron and coupled (n, p, e).
2) Mode: forward/adjoint.
3) Problem: fixed source/criticality/activation.
4) Space: 3D combinatorial geometry.
5) Energy: continuous/multigroup $P_n$ ($N=1,3,5$).
6) Source: standard source/pin-by-pin source/user defined source.
7) Tally: point/surface/cell/mesh.
8) Tally types: $k_{eff}$, point/surface/volume flux, energy deposition, power, dose rate, detector response and various reactivity etc..
9) Input/Output: CAD modelling and visualization.
10) Parallelization: MPI+OpenMP.
11) Main Algorithms: domain decomposition (DD), uniform tally density (UTD), fast critical search of boron concentration, importance sample, source biasing, mesh tally, mesh windows, implicit capture, Russian roulette and splitting, exponential transform, coupled continuous and multigroup, reactive mechanics about material etc.
12) Temperature: Doppler broadening on-the-fly (OTF) and the cumulative probability method for $S(\alpha,\beta)$.

B. Key Algorithms of JMCT v2.0
- Domain decomposition of keeping Topology structure [10]

For most Monte Carlo program with DD function, it is very difficult to keep the same result without DD and DD. Such as Mercury code [11], because some cells are divided into two parts by adding surfaces, the calculated results exist difference in DD and without DD. Due to keep the Topology structure, the same results in DD and without DD are obtained for JMCT. The figure II shows the comparison of the pin-fluxes in DD and without DD.
• High parallel efficiencies in DD

JMCT is designed for massively parallel computing environments and supports both message passing parallelism between compute nodes using OpenMP, as well as shared memory parallelism within nodes using MPI. The parallel efficiency keeps high even in DD case. The figure III(a) shows the parallel efficiency in DD and without DD. The Figure III(b) shows the parallel efficiency of 120 thousand processors for simulation of BEAVRS model [12].

\[
\sigma_e(v, T) = \sum_{\alpha} \frac{a_{\alpha}}{T^{|\alpha|}} + \sum_{\nu} b_{\nu} T^{\nu/2} + C,
\]

\( T = 300 \sim 2000K, \Delta T = 25K; x=\text{tot, cap, fis}, \)

It needs to store \(2n+1\) coefficients for each temperature point and energy [14].

• Fast criticality search of soluble boron concentration

The algorithms is based on the neutron balance equation. An equation can be obtained when considering the significant reactions, such as \((n,a), (n,f), (n,\gamma)\) and \((n,2n)\):

\[
\int_{v} (\rho_{\text{boron}} + \sum_{\alpha} \Sigma_{\alpha} + \Sigma_{f} + \nabla \cdot \nabla - \Sigma_{n,2n}) \phi \, dv = \frac{1}{k_{\text{eff}}} \int F \phi \, dv, \quad (3)
\]

where, \(\sigma_{\text{boron}}\) is the microscopic cross section of soluble boron, \(\Sigma\) are the related macroscopic cross sections, \(F\) present the neutron produced by fission. Assuming the ratio of soluble boron density to water density being the same in the whole reactor, the boron concentration can be iterated together with \(v\) during the cycles [15].

• Hybrid Monte Carlo and deterministic SN method

In order to deal with the deep-penetration radiation shielding problem, the adjoint calculation is developed in JMCT and JSNT. Mesh weight windows, importance values and source biasing coefficients are produced by adjoint calculation either MC or SN. The figure IV shows the calculated flow of coupled Monte Carlo and SN, where the coefficients of Monte Carlo calculation are provided by SN code JSNT [16-17].

• Multi-physics coupled calculation

Tightly coupling of the neutron transport (JMCT), depletion (JBRUN) and thermal-hydraulics (JTH) has been developed for simulation of reactor operation. The figure V shows the calculated flow.

\[
\sigma_{e_j} = w_{in} \frac{\sum_{f} \nu_{f} \nu_{k}}{k_{\text{eff}} \sum_{k} t_{k}} \quad (1)
\]

Bigger FOM value is obtained [13].

• Doppler broadening on-the-fly (OTF)

It is based on the following formula

\[
\text{(a) parallel efficiency in DD and without DD}
\]

\[
\text{(b) parallel efficiency in 120 thousands CPUs}
\]
III. NUMERICAL TESTS

- Simulation of HZP Status

The BEAVRS model was released by MIT Computational Reactor Physics Group in M&C2013 conference. It includes detailed specification of operating 4-loop Westinghouse PWR (3411MW), two cycles of measured data, HZP/full power data, fuel loads by assembly as built, three enriched fuels (1.6%, 2.4% and 3.1%). Two cycles of measured data can be used to validate high-fidelity core analysis codes. The part results of MC21 and OpenMC were presented [18-21]. The detailed model is built in the HZP status by pro-processor JLAMT of JMCT. Figure VI(a), (b) and (c) shows the rods, assemblies and grids, where 398 layers are in axial direction. Figure VI(d) shows the $2 \times 2 \times 2$ DD. The tallies do for all pins, the simulation tracks 4 million neutrons /each cycle, 1000 cycles in total and discarding 400 cycles. Figure VII shows the comparison of integrated assembly power between MC21 and JMCT. The maximal difference is 3.17% in E2 assembly and minimum difference is 0 in E6 assembly. Figure VIII shows the comparison of detectors tallies and the measured data in the instrument tubes. The maximal difference of JMCT result and measured data is -14.77% (-17.05% for MC21) in B13 assembly. The difference of the minimum power assembly is -5.648% in L15 assembly. At same time, the comparison of axial detector signals in assemblies B13 and L15 are done (see figure IX). Figure X(a), (b) shows the comparison of radial pin power in the same axial plane (eleventh) between MC21 and JMCT and figure X(c) shows the standard deviations of pin powers where the standard deviation of 99% fuel pin powers are less than 1%. The result of JMCT and MC21 have a very good agreement. Table I shows the $k_{ef}$ comparison of JMCT, OpenMC and MC21 in different location of control rods and boron concentrations. Table II shows the reactivity worth of control rods in 5600F. Table III shows the comparison of temperature coefficient. Integrated axial power distribution of experiment has slight asymmetry. We guess that it is caused by instrument tubes. Generally, the difference between JMCT and MC21 are small and good agreements.
TABLE I. KEFF COMPARISON IN DIFFERENT CONTROL ROD STATUSES AND BORON CONCENTRATION.

<table>
<thead>
<tr>
<th>Critical Boron Concentrations (pcm)</th>
<th>JMCT (95% confidence)</th>
<th>OpenMC (95% confidence)</th>
<th>MC21 (95% confidence)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARO 975</td>
<td>1.002174±0.000003</td>
<td>1.00080±0.00004</td>
<td>0.9992614±0.00004</td>
</tr>
<tr>
<td>D in 902</td>
<td>1.004791±0.000003</td>
<td>0.99920±0.00004</td>
<td>0.9992614±0.00004</td>
</tr>
<tr>
<td>C,D in 810</td>
<td>1.001419±0.000003</td>
<td>1.00023±0.00005</td>
<td>0.9992614±0.00004</td>
</tr>
<tr>
<td>A,B,C,D in 686</td>
<td>0.999917±0.000003</td>
<td>0.99884±0.00004</td>
<td>0.99725±0.00004</td>
</tr>
<tr>
<td>A,B,C,D,SE,SD,SC in 508</td>
<td>0.998381±0.000003</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE II. COMPARISON OF REACTIVITY WORTH OF CONTROL ROD.

<table>
<thead>
<tr>
<th>Control Rod Bank Worths (pcm)</th>
<th>Measure</th>
<th>MC21</th>
<th>OpenMC</th>
<th>JMCT</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>938.5</td>
<td>773</td>
<td>771±6</td>
<td>770±6</td>
</tr>
<tr>
<td>C with D in</td>
<td>856</td>
<td>1260</td>
<td>1234±7</td>
<td>1258±6</td>
</tr>
<tr>
<td>B with D,C in</td>
<td>748</td>
<td>1172</td>
<td>1197±7</td>
<td>1162±6</td>
</tr>
<tr>
<td>A with D,C,B in</td>
<td>748</td>
<td>574</td>
<td>556±6</td>
<td>578±6</td>
</tr>
<tr>
<td>SE with D,C,B,A in</td>
<td>597</td>
<td>544</td>
<td>501±6</td>
<td>543±6</td>
</tr>
<tr>
<td>SD with D,C,B,A,SE in</td>
<td>597</td>
<td>786</td>
<td>844±6</td>
<td>781±6</td>
</tr>
<tr>
<td>SC with D,C,B,A,SE,SD in</td>
<td>597</td>
<td>1122</td>
<td>1049±6</td>
<td>1107±6</td>
</tr>
</tbody>
</table>

Note: 1000 cycles, discarding 400 cycles, 400 million particles per cycle. 200 cores, 5.7~5.8 hours.

TABLE III. TEMPERATURE COEFFICIENT.

<table>
<thead>
<tr>
<th>HZP Critical Boron Evaluation</th>
<th>Boron Concentration</th>
<th>Measured (pcm/0°F)</th>
<th>MC21 (pcm/0°F)</th>
<th>JMCT (pcm/0°F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARO</td>
<td>975</td>
<td>-1.75</td>
<td>-2.7</td>
<td>-2.21</td>
</tr>
<tr>
<td>D</td>
<td>902</td>
<td>-2.75</td>
<td>-4.3</td>
<td>-2.99</td>
</tr>
<tr>
<td>C,D</td>
<td>810</td>
<td>-8.01</td>
<td>-9.1</td>
<td>-6.22</td>
</tr>
</tbody>
</table>

Note: Temperature coefficient under 560°F, T₂=570°F, T₁=550°F.
Simulation of HFP Status

Lifecycle simulation is tried which is coupled neutron transport, depletion and thermal hydraulics. Due to the large memory consume, the simulation runs in 30 axial planes case, where the depletion region is about 1.53 million \((193\times264\times30=1528560)\). The DD is also decomposed into 8 parts. For each depletion step, 0.5 million neutron histories/each cycle, 200 cycles and 50 discarding cycles, where number of OTF nuclides is 128 and number of depletion nuclides is 3400. The OTF cross section takes about 4.5 GB memory. The simulation uses MPI and OpenMP for single node of 64GB memory, the memory is more than 50 GB memory for each depletion step. The pin power is convergence after 4 to 5 iterations, where the convergence standard is the ratio of pins power change which satisfies the formula: \((Q_{i,k} - Q_{i,k-1})/Q_{i,k} < 0.05\). Due to the computational time to consume too big, only the ten depletion steps are simulated. Here only gives the pin power radial distribution in 0 day, 30 days and 48 days (see figure XI). Figure XII shows the pin power distribution in HZP and HFP cases. The difference is obvious.
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FIGURE XII. COMPARISON OF PIN POWER DISTRIBUTIONS IN HZP AND HFP STATUS.

IV. SUMMARY

A general-purpose Monte Carlo particle transport program JMCT has been developed for integrated simulation of nuclear system. It is designed for the simulation of the reactor full-core and radiation shielding. Advanced computer technologies, automatic CAD modelling and visualization make the code with high efficient. JMCTv2.0, the latest version, has with the capability of core analysis.

The future efforts will be forced on enhance of the computing efficiency. The depletion complicating uncertainty quantification and propagation of error need to be considered. Furthermore, it needs to search some new algorithms to reduce the computing fee. Some challenges still face in simulation of the BEAVRS model. JPTS is still in its evolution process toward this goal and all of the algorithms being actively developed at present.
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