Characters Style application Based Convolutional Neural Network
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Abstract. In the past ten years, convolutional neural networks have achieved a series of breakthrough developments in the areas of classification detection, pattern recognition, and semantic segmentation. Convolutional neural network learning has led to a wide range of applications and research for its capabilities and feature extraction and classification recognition capabilities. And it has important analysis and research value. Firstly, the historical background and the development status of convolutional neural network is introduced. The following are basic structure and operation principle of convolutional neural network. What’s more, the network structure of Chinese character application based on convolutional neural network are mainly introduced. Finally, we summarize the current deficiencies of the convolutional neural network and the future direction of development.
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INTRODUCTION

In recent years, the structure of convolutional neural networks study is still in a stage of rapid development, and some network structures with excellent performance have been proposed[1,2]. The single-layer perceptron model was come up with in the 20th century, until the wide application of the neural networks and the zero-failure record of AlphaGo Zero, a series of achievements made by artificial intelligence fully demonstrate the great potential of deep learning neural networks, with respect to the Artificial neural networkable simple convolutional neural network structure, LeNet and these currently popular deep learning models such as deep belief network(DBN), Stacked Denoising Autoencodes (SDA), convolutional neural network(CNN). At the beginning of 1980s, research scholars proposed CNN research work and achieved good results in handwritten digit recognition, and achieved successful application of the transfer learning theory on convolutional neural networks. The application of the neural network has been further extended [3]. Then gradually applied to detection and recognition and the generation of Chinese characters [3-12]. The research results of convolutional neural networks emerging in various fields have made it one of the most popular research hotspots.

RELATED WORK

Convolution neural networks

Convolution neural networks provide an end-to-end learning model, which can be trained by the traditional gradient descent method. The trained convolution neural network can extract the features from the training datasets, and it can achieve the extraction and classification according to training features. Perceptron was come up by Frank Rosenblatt in 1957, which was the convolution network and the ancestor of the neural network. In the 20th century 80 years, Japanese scientist Kunihiko Fukushima proposed a multi-level neural network named Neocognitron, which had a certain visual cognitive function and directly inspired the subsequent convolution neural network. LeNet-5 was proposed by LeCun in 1997, the first proposed multi-level cascade
convolution structure, which can identify handwritten numbers effectively. In 2012, Alex adopted 8 layers convolution neural network AlexNet [4] --The neural network, which has 60 million parameters and 650,000 neurons, consists of five convolutional layers, some of which are followed by max-pooling layers, and three fully-connected layers with a final 1000-way softmax. AlexNet won the championship in ILSVRC 2012 and set off the boom of the convolutional neural network.

Since convolutional neural network has developed, the structure varies from the field of handwriting recognition in the field of LeNet-5 to the network, which won the championship Krizhevsky in the accuracy beyond the second place II% of the great advantage about the large-scale image database ImageNet 19 image classification contest, and others proposed AlexNet, and then the later new convolution of the neural network model, such as Oxford University VGG (Visual Geometry Group),Google's GoogLeNet, Microsoft's ResNet, Goodfellow, Ian, et al advanced GAN[5] *Generative adversarial nets, etc. And convolution Neural networks are continually integrated with some traditional algorithms, such as migration learning methods, making the application of convolution neural networks to more fields. From the initial simpler handwriting character recognition, and gradually extended to some of the more complex areas, such as pedestrian detection", "behavior recognition", "human body posture recognition, natural language processing"., Speech recognition one, etc. What’s more, GAN can be applied to create interactive programs to help users create much more realistic images with corresponding-outline what they imagined. And GAN don’t need any Monte Carlo approximations to train, it also fit the data distribution, the generator parameters are updated, not from the data samples, but the back-propagation of the discriminator.

Convolutional neural network is a special type of deep feedforward neural network, mainly composed of input layer, hidden layer, fully connected layer and output layer. The hidden layer is alternately connected by convolution layer and down sampling layer. A classic convolutional neural network model is shown in Figure 1. The model consists of seven layers, including an input layer, two convolutional layers, two sampling layers, a fully connected layer, and an output layer. The convolutional layer extracts the features through the convolution operation and then extracts them through the down sampling operation.

The features are combined into more abstract features, then the combined features are input into one or more fully connected layers, and each neuron of the full connected layer is fully connected with all neurons of the previous layer. The last full connection layer connects to the output layer.

CNN analysis of the Chinese characters

The classic CNN network structure is commonly used in handwritten data sets--MNIST. Nowadays many researchers approach to combine CNN models with recognition of the Chinese characters, all of them adopt convolutional network to learn the characters. Some papers show that DCNN have better performance in Chinese characters [6-8]. For example, in blog [9] exploring the Latent Space of Chinese Handwriting by a deep convolutional generative adversarial network (DCGAN) with training the Handwriting database. Baoyao Zhou, et [10] put forward an efficient solution to generate Chinese handwritten fonts by effectively reusing the sample characters that users write. Jeng-Wei Lin, et [11] presented an easy and fast solution for an ordinary user to create a Chinese font of his or her handwriting style. Peng Liu, et [12] proposed automatic Generation of Personalized Chinese Handwriting Characters through an example-based approach. By imitating shapes of individual character components as well as the spatial relationships between them, the proposed method can automatically generate personalized handwritings following an example-based approach.

THE NETWORK STRUCTURE

In ICDAR handwritten Chinese character recognition competition, the data sets include HCL2000 [13] of Beijing University of Posts and Telecommunications, HIT. MWI [14] of Harbin Institute of Technology and so on. And most of them use CNN to classify and recognize after learning features. Some applications are adopting convolutional neural network (CNN) [7,15,16,17,18], Recurrent Neural Network(RNN) [19,20], generation adversarial network(GAN) [5,21,22], and so on.

For example, the earlier application in paper [18], CNNs are applied in handwritten character recognition, attempts to use CNN-connected component detectors and CNN shadow detectors to get the characteristics of handwritten Japanese characters. For [23], the size of 10 input images are 48x48, the structure of CNN:100C3-MP2-200C2-MP2-300C2-MP2-400C2-MP2-1000N-3755N where 100C3 means 100 filters of size 3x3 Convolutional layer, and MP means MAX Pooling. Finally, the fully connected output layer has 3755 neurons and each neuron corresponds to one-character class. Paper [24] present an effective method to analyze the recognition confidence of handwritten Chinese characters. The architecture of the network is represented as follows: 96×96Input-100C3-MP2-200C2-MP2-300C2-MP2-400C2-MP2-500C2-MP2-600C2-1024FC-10081Output. What’s more, the paper adopts ReLU non-linearity as activation function between convolutional layer and pooling layer [4]. Meanwhile, dropout and batch normalization, as important and effective methods proposed by [25] [26].

Another popular methods are GAN. For instance, [25] advanced CGAN generated MNIST samples. In the generated network model, there are two models, a network generation model G, and a discriminant model D. Network G is used to generate some random noise by input some images and Network D is used to determine if the input is a generated image or we Your own image in the database. Both G and D can be some multi-layered network input, we usually use CNN or RNN to handle this.
DEVELOPMENT DEFECTS AND DIRECTIONS

The study of the structure of convolutional neural networks also has a lot of room. Current research shows we can increase the complexity of the character generation network to solve some problems such as overfitting and network degradation. Convolutional neural network performance needs to rely on a more reasonable and efficient network structure design.

The parameters of convolutional neural network are numerous, but the current related settings are mostly derived from practical experience. Optimization analysis of parameters and evaluation of network structure are a problem to be solved in convolutional neural networks.

The model structure of convolutional neural networks is continuously improving, and the number and diversity of data sets are more demanding. The complexity of data sets and the complexity of the network are closely related to the hardware and software conditions at that time.

Other learning theories, like Migration learning and adversarial learning, may can help to further expand the development of convolutional neural network applications, and combined convolutional neural networks with other methods, it’s one of the current trends to help improve the real-time nature of the network.

CONCLUSION

In this paper, we sum up and analysis CNN for Chinese character research areas. And the papers showed the architecture is suitable for corresponding application, no matter for generation or recognition. Further, there are constantly new technologies proposed, like a new Convolutional Neural Network can help us generate our Chinese font database, which had achieved outstanding generation effect for Chinese characters.
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