An Adaptation Method in Noise Mismatch Conditions for DNN-Based Speech Enhancement
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Abstract. The deep learning-based speech enhancement has shown considerable success. However, it still suffers performance degradation under mismatch conditions. In this paper, an adaptation method is proposed to improve the performance under noise mismatch conditions. Firstly, we advise a noise aware training by supplying identity vectors (i-vectors) as parallel input features to adapt DNN acoustic models with the target noise. Secondly, given a small amount adaptation data, the noise-dependent DNN is obtained by using Euclidean distance regularization from a noise-independent DNN, and forcing the estimated masks to be close to the unadapted condition. Finally, experiments were carried out on different noise and SNR conditions, and the proposed method has achieved significantly 29% benefits of STOI at most and provided consistent improvement in PESQ and segSNR against the baseline systems.
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INTRODUCTION

Speech enhancement is an essential part of speech signal processing in noisy environment, aiming at separating useful clean speech from noisy speech and improving the intelligibility and quality of speech contaminated. It is broadly applied in many domains, such as automatic speech recognition (ASR), speaker identification systems etc. Classical speech enhancement methods including several monaural methods and recently proposed deep neural network-based enhancement [1] usually degrade rapidly in mismatch conditions. So far, speech enhancement in mismatch condition is still a very challenging problem.

In the situation of environment mismatch, noise adaptation can help to improve the modeling accuracies under the unseen type of noise by using a small amount of adaptation data. There are mainly two kinds of noise adaptation algorithms, the one is using Gaussian mixture models (GMMs) and the other is based on DNN framework. Traditional GMM based noise adaptation methods include parameter adaptation method like feature normalization such as feature-space maximum likelihood linear regression (fMLLR) [2] and noise-aware training [3], etc. FMLLR applies an affine transform to the feature vector so that the transformed feature better matches the model. For GMM-HMMs, fMLLR transforms are estimated to maximize the likelihood of the adaptation data given to the model. [2] proposed feature-space discriminative linear regression (fDLR) in DNN framework, where cross-entropy (CE), a discriminative function, is used as optimization criterion. In [3], noise-aware training (NaT) is proposed, which the DNN is being given noise estimation in order to automatically learn the mapping from the noisy speech and noise to the ideal mask labels, implicitly through a clean speech estimation. Noise information can be jointly learned with the rest of the model parameters, or it can be estimated completely independent of the DNN training. In recent years, some speaker adaptation methods have been successfully utilized for noise adaptation. Among the speaker adaptation methods, in [4], i-vector [5] method is used. I-vector is a popular technique for speaker verification and recognition. It encapsulates the most important information about a speaker’s, noise’s or device’s identity in a low-
dimensional fixed-length representation and thus is an attractive tool for speaker adaptation techniques for ASR. We consider that when the data is composed of few speakers, the i-vectors represent for noise information mostly. I-vector has become the common speaker adaptation feature, rarely used in speech enhancement as a representation of environment information.

In this paper, a noise adaptation method based on DNN for speech enhancement is proposed to ameliorate the mismatching problem under multi-type noise condition. We combine noise-aware training (NaT) and Euclidean distance (ED) regularization. We use NaT to obtain noise information as auxiliary features, and the DNN can tune model parameters with it. And ED regularization is added to original adaptation criterion, so that we can use a small amount of adaptation data, improving the performance of mismatching system and ameliorating the noise adaptation.

The rest of the paper is organized as follows. Section 2 describes the DNN framework. We introduce noise-aware training (NaT) with identity-vector (i-vector) and Euclidean distance regularization for speech enhancement in Section 3 and Section 4 respectively. In Section 5, we show experimental settings and report some results. Section 6 concludes this paper.

SYSTEM OVERVIEW

Speech enhancement can be interpreted as the process that maps a noisy signal to a separated signal with improved intelligibility and/or perceptual quality. Without considering the impact of phase, this is often treated as the estimation of clean speech magnitude or ideal masks. Acoustic features extracted from a mixed signal, along with the corresponding desired outputs are fed into a learning machine for training. Enhanced speech is obtained by sending estimated outputs and mixture phase into a resynthesizer. FIGURE 1 shows the diagram of the evaluation system.

Firstly, the noisy utterances are passed through the predesigned 64-channel gammatone filters and then divided into frames every 20ms, 10ms overlap. Secondly, several classical acoustic features are used in the baseline system, including Amplitude Modulation Spectrogram (AMS) [6], Relative Spectral Transformed Perceptual Linear Prediction Coefficients (RASTA-PLP) [7], Gamma-tone filter bank power spectra (GF) [8] and i-vectors. To further incorporate temporal context, a 5-frame window of features are input to the DNNs. Except i-vectors are utterance-level, other features are all frame-level. So, the i-vectors are concatenated with 5-frame window of features. Thirdly, DNNs are used as the discriminative learning machine. The output of the network is composed of the corresponding 5-frame window of IRM, the training target proved best in [9]. After training, a small amount of adaptive data is fed into DNNs and tune the parameters. The enhanced signals are resnythesized by the IRM prediction.

NaT can help bring noise and channel information into account, and Euclidean distance regularization can use data in adaptive set to adapt the DNN. The combinations of these two methods can effectively utilize the advantages of each other, leading to better speech enhancement results.
NOISE-AWARE TRAINING (NAT) WITH I-VECTORS

To reduce the influence of noise mismatch conditions, i-vector is extracted as a long-time feature to represent noise characteristics. The typical process of extracting i-vector feature and adding it to DNN input is showed in FIGURE.2.

The right network in Fig.2 shows the DNN estimating ideal masks for speech enhancement. The universal background model (UBM) are constructed using all the training data with feature of MFCCs. Utterance-level C-dimensional i-vectors are extracted. And for both training and test, the i-vector for a given noise condition is concatenated to every frame. I-vector, as an additional utterance-level feature, is conducive to speaker, channel and background normalization. Recently, i-vector has achieved great success in speech recognition domain. In this paper, we apply i-vector to speech enhancement.

EUCLIDEAN DISTANCE REGULARIZATION

To do adaptation conservatively, the ED regularization is done with a small amount of adaptation data. Comparing to KLD normalization [10], we select a more suitable normalization function for mask estimating and apply it to speech enhancement domain firstly.

The intuitive explanation of Euclidean distance regularization is: the distance of the output vectors estimating from adaptive model should not differ too greatly from that estimating from unadopted model. The output of DNN is a vector, a measurement of whose distance is Euclidean distance. We add Euclidean distance to the adaptive criteria as a regular term to obtain the regular term as Equation (1):

\[
J_{\text{ED}}(W, b; N) = (1 - \lambda)J(W, b; N) + \lambda R_{\text{ED}}(W_{\text{NI}}, b_{\text{NI}}; W, b; N)
\]  

(1)

where \( \lambda \) is the regularization weight:
\[
R_{\text{ED}}(W_{NI}, b_{NI}; W, b; N) = \frac{1}{M} \sum_{m=1}^{M} \frac{1}{2} || v_{NI}^L - v_{m}^L ||^2
\]

(2)

where \( v_{NI}^L \) and \( v_{m}^L \) are probability that the \( m^{th} \) output vector estimating from noise independent DNN and adaptation DNN respectively. The mean square error (MSE) criterion for regression tasks is usually used.

\[
J_{\text{MSE}}(W, b; N) = \frac{1}{M} \sum_{m=1}^{M} J_{\text{MSE}}(W, b; v_{m}^m, y_{m})
\]

(3)

Where

\[
J_{\text{MSE}}(W, b; v^L, y) = \frac{1}{2} || v^L - y ||^2 = \frac{1}{2} (v^L - y)^T (v^L - y)
\]

(4)

After adding Euclidean distance regularization, the regularized adaptation criterion can be converted to

\[
J_{\text{ED-MSE}}(W, b; N) = (1 - \lambda)J_{\text{MSE}}(W, b; N) + \lambda R_{\text{ED}}(W_{NI}, b_{NI}; W, b; N)
\]

\[
= \frac{1}{2M} \sum_{m=1}^{M} (1-\lambda)|| v_{m}^L - y ||^2 + \lambda || v_{NI}^L - v_{m}^L ||^2
\]

(5)

EXPERIMENTS AND RESULTS

Experimental Settings

Data

All the experiments are based on TIMIT corpus speech data set. We choose seven types of noises from NOISEX-92[10]: factory1, destroyer engine, Volvo, m109, and white for baseline system. And we choose 2520 clean speech utterances of 6 speakers from TIMIT corpus to mix with the noises aforementioned at different SNRs to obtain a parallel training dataset and choose 100 utterances to obtain adaptive dataset. Other 200 clean utterances are chosen to mix with these noises at different SNRs to constitute the core testing dataset.

Parameters Settings

The DNN includes 3 hidden layers, each of which has 1024 units, and an input layer and an output layer. It is trained to predict the desired outputs across all frequency bands, and the mean squared error (MSE) is used as the cost (loss) function for this regression task. The output of the DNN is 64-dimensional Gamma-tone filter bank, and sigmoid function is chosen to be the output function. Mean squared error (MSE) is used as the cost (loss) function for this regression task.

Evaluation Criteria

Three evaluation metrics are used in this paper, including the Short-Time Objective Intelligibility score (STOI) [13], Perceptual Evaluation of Speech Quality (PESQ) [14] and Segmental SNR (segSNR)[15].

STOI was proposed recently to evaluate the intelligibility of speech. The two aspects of speech are the quality and intelligibility. It scores from 0 to 1.

PESQ, an application guide for objective quality measurement, is calculated from the separated speech and the corresponding clean speech, scoring from -0.5 to 4.5.

Segmental SNR (segSNR) is used to evaluate SNRs of every segment.
\[
\text{SegSNR} = \frac{1}{T} \sum_{t=0}^{T-1} \zeta_t \left\{ 10 \log \frac{\sum_{l=0}^{L-1} \left[ x'(l + tR) \right]^2}{\sum_{l=0}^{L-1} \left[ x'(l + tR) - \bar{x}'(l + tR) \right]^2} \right\}
\]

(6)

where \( T \) represents for the number total frames, and \( \zeta \) is a meaningful range of SNRs for human auditory. Segmental SNR, the ratio of the signal to its delta, is a time-domain metric representing for the extent of denoising.

### Results and Analysis

To compare the performance in different situations, we train two sets of DNNs. The first set uses mixtures at variable SNRs and test at different SNRs. The second set uses mixtures of variable types of noises and test with different types of noise. For every experiment, we test the performance after adjusting the weight of normalization \( \lambda \) and choose the best evaluation results to fill up the tables. Mixture means the scores before enhancement.

#### Comparison Between Various Systems in Mismatching SNRs

For the first set, aiming at the SNR mismatching problem, we make 2 experiments. In the 1st experiment, the DNN is trained with 0, 5 and 10 dB mixtures of the same type of noise and tested by -5 dB mixtures. 6 types of noises are used to separately do the experiment and the results are showed in Table 5.1. In the 2nd experiment, the training mixtures are 5, 10 and 15 dB mixtures, and the testing mixtures are 5 dB mixtures of the same type of noise. Other experimental setups are the same as the 1st experiment.

<table>
<thead>
<tr>
<th>System</th>
<th>M109 White Volvo Destroyer engine</th>
</tr>
</thead>
<tbody>
<tr>
<td>mixture</td>
<td>STOI 0.6790 PESQ 1.0516 segSNR -6.0876</td>
</tr>
<tr>
<td>baseline</td>
<td>STOI 0.6795 PESQ 1.1237 segSNR -3.2301</td>
</tr>
<tr>
<td>baseline+iVector</td>
<td>STOI 0.6786 PESQ 1.1226 segSNR -3.3632</td>
</tr>
<tr>
<td>Baseline+ED</td>
<td>STOI 0.7449 PESQ 1.3504 segSNR -0.4237</td>
</tr>
<tr>
<td>Baseline+iVector+ED</td>
<td>STOI 0.7434 PESQ 1.3160 segSNR -0.7653</td>
</tr>
</tbody>
</table>

Comparing the results in Section 5, we can reach the following conclusions.
For the noise mismatch condition of SNRs in the 1st set, on all of these noises, ED regularization improves the performance consistently while the i-vector method does not. The improvements show that i-vectors cannot reflect the variation of the SNRs, while ED can take adaptation information into account to make the original model adapt the test set well. And the decrease of i-vector system also shows that as the dimensional of features increases, it becomes harder to tune the network for adaptation.

Comparing Table 5.1–5.2, we can see the promotion of the percentage of STOI is getting smaller as the SNR increases. The promotion in the 2nd experiment is smaller than that in the 1st experiment. The promotion of the percentage of STOI in the 2nd experiment can reach 16.6% (Table 5.1, destroyer engine) at most, while that in the 3rd experiment can reach 6.5% (Table 5.2, Volvo) at most. The trend of the other two criteria, PESQ and segSNR, is consistent with the STOI.

In Table 5.1–5.2, the performance of Volvo noise is better than other noises in all the evaluation criteria. For example, in Table 5.1, the STOI of Volvo noise can reach more than 0.9 while others can reach only 0.7 at most. It is probably because the Volvo noise is a rather stationary noise which can be seen from its spectrum.

### Comparison Between Various Systems on Mismatching Noise Types

For the second set, aiming at the multi-type noises problem, a DNN is trained with three types of noises, including Volvo, factory1 and f16 noises, and tested with m109 noise, destroyer engine noise and white noise, the results of which results are showed in Table 5.3–5.5 respectively.

In the second set, comparing Table 5.3–5.5, we use the same model trained by three types of noises to test other 3 types of noises separately. Among the test noises, factory1 noise, destroyer engine noise, Volvo noise, m109 noise and f16 noise have similarities in spectrum. White noise is a stationary noise acquired by sampling high-quality analog noise generator. So, in the second set, three of them are chosen to train the DNN, while the other two, along with white noise are chosen to test.

#### TABLE 3. Performance Comparisons between Various Systems in Mismatching SNRs

<table>
<thead>
<tr>
<th>System</th>
<th>-5dB</th>
<th>0dB</th>
<th>5dB</th>
<th>10dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>STOI</td>
<td>PESQ</td>
<td>segSNR</td>
<td>STOI</td>
</tr>
<tr>
<td>mixture</td>
<td>0.6790</td>
<td>1.0516</td>
<td>-6.0876</td>
<td>0.7694</td>
</tr>
<tr>
<td>baseline</td>
<td>0.6812</td>
<td>1.1200</td>
<td>-3.2957</td>
<td>0.7714</td>
</tr>
<tr>
<td>baseline+iVector</td>
<td>0.6821</td>
<td>1.1219</td>
<td>-3.2725</td>
<td>0.7733</td>
</tr>
<tr>
<td>Baseline+ED</td>
<td>0.7316</td>
<td>1.3515</td>
<td>-0.4835</td>
<td>0.8146</td>
</tr>
<tr>
<td>Baseline+iVector+ED</td>
<td>0.7319</td>
<td>1.3655</td>
<td>-0.2407</td>
<td>0.8150</td>
</tr>
</tbody>
</table>

#### TABLE 4. Performance Comparisons between Various Systems in Mismatching SNRs

<table>
<thead>
<tr>
<th>System</th>
<th>-5dB</th>
<th>0dB</th>
<th>5dB</th>
<th>10dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>STOI</td>
<td>PESQ</td>
<td>segSNR</td>
<td>STOI</td>
</tr>
<tr>
<td>mixture</td>
<td>0.5711</td>
<td>1.0818</td>
<td>-6.4345</td>
<td>0.6906</td>
</tr>
<tr>
<td>baseline</td>
<td>0.5665</td>
<td>1.1265</td>
<td>-6.1808</td>
<td>0.6865</td>
</tr>
<tr>
<td>baseline+iVector</td>
<td>0.5681</td>
<td>1.1299</td>
<td>-6.1139</td>
<td>0.6908</td>
</tr>
<tr>
<td>Baseline+ED</td>
<td>0.6643</td>
<td>1.1760</td>
<td>-2.5357</td>
<td>0.8002</td>
</tr>
<tr>
<td>Baseline+iVector+ED</td>
<td>0.6724</td>
<td>1.2799</td>
<td>-1.0798</td>
<td>0.8054</td>
</tr>
</tbody>
</table>
TABLE 5. Performance Comparisons between Various Systems in Mismatching SNRs
(Volvo, factory1, f16 training and white testing)

<table>
<thead>
<tr>
<th>System</th>
<th>-5dB STOI</th>
<th>0dB  PESQ</th>
<th>5dB segSNR</th>
<th>STOI</th>
<th>0dB  PESQ</th>
<th>5dB segSNR</th>
<th>STOI</th>
<th>0dB  PESQ</th>
<th>5dB segSNR</th>
<th>STOI</th>
<th>0dB  PESQ</th>
<th>5dB segSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>mixture</td>
<td>0.6048</td>
<td>1.0339</td>
<td>-6.3173</td>
<td>0.7222</td>
<td>1.0467</td>
<td>-4.2430</td>
<td>0.8324</td>
<td>1.0853</td>
<td>-1.4292</td>
<td>0.9123</td>
<td>1.1944</td>
<td>1.9483</td>
</tr>
<tr>
<td>baseline</td>
<td>0.5976</td>
<td>1.0473</td>
<td>-5.5414</td>
<td>0.7173</td>
<td>1.0577</td>
<td>-4.0562</td>
<td>0.8269</td>
<td>1.1181</td>
<td>-0.7996</td>
<td>0.8863</td>
<td>1.5686</td>
<td>1.8701</td>
</tr>
<tr>
<td>baseline+iVector</td>
<td>0.6008</td>
<td>1.0485</td>
<td>-5.3931</td>
<td>0.7217</td>
<td>1.0569</td>
<td>-4.2098</td>
<td>0.8252</td>
<td>1.1191</td>
<td>-0.6143</td>
<td>0.8861</td>
<td>1.5718</td>
<td>1.9493</td>
</tr>
<tr>
<td>Baseline+ED</td>
<td>0.6581</td>
<td>1.0576</td>
<td>-4.9445</td>
<td>0.7760</td>
<td>1.0860</td>
<td>-2.3037</td>
<td>0.8506</td>
<td>1.1548</td>
<td>0.0094</td>
<td>0.9206</td>
<td>1.3021</td>
<td>3.2077</td>
</tr>
<tr>
<td>Baseline+iVector+ED</td>
<td>0.6680</td>
<td>1.0642</td>
<td>-4.7134</td>
<td>0.7770</td>
<td>1.0969</td>
<td>-1.7046</td>
<td>0.8528</td>
<td>1.1636</td>
<td>0.1558</td>
<td>0.9211</td>
<td>1.3091</td>
<td>3.3096</td>
</tr>
</tbody>
</table>

For the noise mismatch condition of noise types in the 2nd set, on all these types of noises, i-vectors and ED separately improve all the three evaluation criteria. And it can get better performance when combining these two methods. The factor contributed to this phenomenon is that i-vectors can reflect noise type information, but not so sensitive to SNRs. And ED, which brings about testing information, is still effective when the dimensional of features increases.

In the second set, the promotion of the percentage of STOI is getting smaller as the SNR increases on all the testing noise types, which is similar to that in the first set. For example, in Table 5.3, the largest promotion of the percentage of STOI is 7.4% at -5dB, while it is less than 0.1% when the SNR is higher than 5dB. Note that in low SNR conditions, STOI improvement is more meaningful. The trend of PESQ and segSNR are consistent with STOI.

From the all the results above, some conclusions can be summarized for i-vector and ED systems. On all the situations above, the improvements decrease as the SNRs increase. Among all experiments, we find that more robust performance and better results appear when λ ranges from 0.125 to 0.5.

CONCLUSION

To overcome the mismatching problem between training and testing sets in speech enhancement, we have presented an effective way to perform noise adaptation for neural network acoustic models. We proposed to use NaT in ideal mask estimation system based on DNN to bring environment information into account. We also test the performance of ED regularization, which using a small amount of adaptation data to adapt the network. The two methods can be combined to take advantages of both.

In this study, i-vector is extracted by MFCC and considered as an utterance-level feature. Future works we may use dynamic i-vectors to further improve the method. And we can try other CT methods for comparison.
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