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Abstract. With the development of electronic periodicals, it is unavoidable that there are some classification management problems. But currently the classification management of papers basically majors in manual classification. Based on Chinese medical literature, this essay compares and analyzes these automatic classification algorithms: support vector machine (SVM), BP neural network, and random forest. It is found that SVM is more suitable for automatic classification of Chinese medical literature.
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INTRODUCTION

From the point of view of the process of text classification, research on the text classification has been started since the 1960s of the last century. But from the 1960s until the end of the 1980s, the text classification system was always the classification system based on Knowledge Engineering which is constructed by experts [1]. Its typical application was the Construe system developed by Carnegie Group for Reuters [2]. It mainly guided classification through some classification rules written by professionals. At that time, it was very effective and accurate on some of the Reuters corpus. The average accuracy and recall rate can reach approximately 90%. However, building such an effective classification system requires many experienced experts, and it takes a lot of manpower and time. Also, it is difficult to update the system and apply it to different fields of application [3]. In the early 1990s, the classification technology based on machine learning began to replace the method based on knowledge engineering and gradually became the mainstream technology of text classification. The idea of machine learning was applied to the field of automatic classification of text. Classifiers are built automatically by summarizing the features of the text set. The learning and classification process comes from the machine's autonomous learning of the training texts. As a result, there is no need for the support of domain experts and no manual intervention is required, so that the classification efficiency can be improved and a large amount of manpower and material resources can be saved [4, 5].

From the point of view of research on automatic text classification of machine learning in foreign countries, over the years, researchers have proposed a variety of classification models and classification algorithms for machine learning techniques. Since Vapink et al. of the AT& Bell Laboratory proposed Support Vector Machines(SVM) machine learning algorithms in the 1990s, with the maturity of natural language processing techniques and methods, various classification algorithms have been widely applied to the research of automatic classification and have achieved Certain results [6]. Based on the Support Vector Machines, M. Corney classified the email by the author's gender [7]. In addition, such as the Rocchio classification algorithm based on vector space model and its series of improved algorithms, K-nearest neighbor algorithm, Decision Tree, Naive Bayes, Neural Network and so on, these methods have been widely used in the classification of English and European texts and have achieved good results.
However, it is still not so mature in the automatic classification of Chinese texts. Chinese has many different features from English, making it more difficult to classify Chinese texts. For example, the written form of Chinese is written continuously, and there is no natural boundary between words and words [8]. Before classifying text, it is first necessary to segment the text [9]. In addition, syntactic analysis and semantic analysis account for different proportions in the research of different languages. In English, syntactic analysis is more important than semantic analysis. Semantic analysis of Chinese plays a decisive role in Chinese research, and its proportion is much larger than syntactic analysis. This makes it more difficult to grasp the content of the text by grammar-based means such as syntactic analysis in Chinese text classification. In China, automatic text classification technology cannot copy foreign research results. Therefore, it is necessary to research and develop a practical Chinese text automatic classification system [10].

In the study of Chinese text classification algorithms, the research on various algorithms and the construction of classification systems have gradually matured. The domestic research on the automatic classification of Chinese texts has generally gone through three aspects of feasibility analysis, auxiliary classification system and automatic classification system, and has achieved a lot of results in theoretical research and practical application. The Chinese text classification model is basically a vector space model. Xiujuan Liang uses a vector space model to represent texts based on SVM, uses a combination of mutual information and word frequency to extract features from texts, and uses feature vectors to represent them. Two parallel classifiers were trained, and 500 Cross-disciplinary and marginal disciplines were used as test texts for verification [11]. Lin Zhai and Yajun Liu analyzed the characteristics of SVM and conducted experiments on the classification corpus provided by Fudan University with 400 to 2700 feature items respectively and achieved satisfactory results [12]. In the comparison of the classification performance of Bayesian algorithm and SVM, after the word segmentation and elimination of stop words, the information gain was used for feature selection, and then the feature weights were calculated. From these two experiments, the recall rate, the accuracy ratio and the f-value were compared, and it is found that the Naive Bayes algorithm is easily affected by the distribution of document categories, its recall rate and precision rate vary greatly from category to category. The reason for the analysis is the calculation of Prior Probabilities in Naive Bayes algorithm depended on the number of category documents. The calculation of the prior probability is dependent on the number of category documents. If the number of documents in this category is large, there is a large prior probability. The experimental results show that the accuracy of classification of text by SVM is higher than that of naive Bayes. Some domestic scholars have optimized the SVM. For example, Tinghui Zhang proposed an improved model, introduced the idea of high-frequency words, used the Apriori algorithm to find co-occurrence sets of the largest frequent words, and used the most frequent words and keywords as a text feature. According to the characteristics of Chinese texts, another group of scholars proposed several new automatic classification models: radial neural network model, fuzzy rough sugar set model, latent semantic classification model, binary tree based multi-class support vector machine classification algorithm, and based on this, these has been improved [13]. SVM discriminates the final category of text according to the best aspects, has a high classification accuracy, and is Suitable for occasions where the text classification effect is high. It has obvious advantages in classifying Chinese texts [14]. Another good classification algorithm is the Decision Tree. The biggest advantage of the Decision Tree is its clear structure and easy understanding. Decision classification process is very clear. From the root node to the tree leaf node, the entire classification process is intuitive and facilitates tracking. This point not only has some benefits for debugging code and scalability, but more importantly, this method is easy to understand, and it is of great value for carrying out collaborative research and for specific applications [15]. The classification method has excellent data analysis efficiency, noise robustness, and ability to learn antisense expression. And the Decision Tree also has a unique advantage: Easy to extract intuitive and easy to understand classification rules make the decision tree more suitable for text classification [16]. In addition, the domestic research on feature selection and weight calculation has been relatively stable. Among them, the commonly used feature selection methods mainly include word frequency method, information gain, mutual information, and chi-square fitting test method. The commonly used features of the weight calculation methods are Boolean method, word frequency method, method and weighted method.

In the research on the classification of various literatures based on the Chinese Library Classification, most of the previous studies were based on the collective classification of related literatures of various disciplines. Due to the increasing number of new medical disciplines, there are many infiltration and cross-cutting relationships between disciplines. The classification has a larger dimension and involves more extensive aspects, which makes the classification more difficult [17]. The effect of medical classification with other disciplines is not satisfactory. Among the few classifications of medical literature, the literature we can find is related to the selection of support vector machine algorithms for the nine categories under medical journal R7 using mutual information, chi-square statistics, cross entropy, and evidence weights as feature selection methods for automatic classification [18].
2010, there were literatures for automatic classification of medical literature, which are about the research on Automatic Classification Using Machine Learning Method Under Chinese Classification System. Therefore, for the relatively vacant research in the medical field, our research becomes increasingly valuable.

**RESEARCH ON AUTOMATIC CLASSIFICATION ALGORITHM**

The Research Contents Mainly Include

To Investigate the Main Methods of Automatic Literature Classification, Which Mainly Based on Machine Learning Methods, Including K-Nearest Neighbors (KNN), Support Vector Machines (SVM), Naïve Bayes (NB), Decision Trees (Dts), Neural Networks (Nns) And Other New Methods. The Research Range Covers the Principle, The Scope of Application, The Relative Merits, Etc.

To Investigate the Status at Home and Abroad, focusing on the Research on Automatic Literature Classification Based on Chinese Library Classification (CLC).

To Combine the Features of The Database Platform to Investigate the Methods of Automatic Literature Classification Used by Major Database Platforms at Home and Abroad.

**Comparison of Algorithms**

**Data Preprocessing**

The data of journal articles of Wanfang Medical were selected as experimental samples. The samples were preprocessed, including word segmentation and data cleaning, and further divided into training samples and test samples. The ratio was 9:1.

**Text Representation**

Vector Space Model (VSM) was used to represent the samples to transform into a processible form.

**Feature Selection**

Keywords, titles and abstracts was used as features.

**Construction of Classifiers**

Classifiers were built separately according to automatic literature classification algorithm.

**Test Evaluation**

The evaluation indicators were used to compare the results of the classification algorithm, which including the precision and the time-consuming.

**The Key Issues to Be Solved**

The selection of automatic classification methods and the construction of automatic classifiers.

**Features and Innovations**

There are a huge number of medical literatures referred to complicated classification number. However, there were few researches on automatic classification of medical literatures. This research compares several automatic literat
ure classification algorithms to select the Perfect algorithm for automatic classification of medical literatures, which provides reference for automatic classification in practice, and improves the efficiency of automatic literature classification greatly.

**RESEARCH PROGRAM IMPLEMENTATION**

**Text Preprocessing**

*Extract the Valid Attribute Column*

The three fields of title, keyword, and abstract in the data can all reveal the category of the literature. Some researchers showed that the keyword played a more significant role. Therefore, this study used keywords as the object of feature selection and extracted three attribute columns that the number, keywords, and classification codes required for the research.

*Select Valid Data*

The data used in this study was the medical literature data provided by wan fang, which contained the following five attributes: number, title, abstract, keyword, and classification codes divided by Chinese Library Classification. As the basis for classification, the large variety of leaf nodes in the taxonomy would increase the complexity of classification calculation, so the partition of the same level should be taken into account when categorizing. Synthesizing each kind of situation, the literature data of R5 category was selected to compare the classification in this article. Pick in R5's collection, using sorting function of Excel to delete data containing more than one classification codes or more than six keywords to form a data format with each number corresponding to up to 5 keywords and a category number. At this point, the data can be scrambled using the RAND () function of Excel to draw data at random for comparison of the classification under different sample sizes. Finally, the data was composed of three columns of “number-keyword-classification codes” by copy-paste and deleted null data by positioning nulls of Excel.

*Word Segmentation*

Columns containing multiple keywords were separated into columns containing only one keyword by the columnar function of Excel.

*Deal with Dirty Data*

The punctuation marks were deleted by replacement function of Excel and processed the classification codes, which converted the classification codes to "1, 2, 3, 4, 5, 6, 7, 8, 9, 0" to refer to ten sub-categories of R5. Finally, according to data reorganization function of SPSS, the repetitive keywords of the same that article were deleted. The data was shown in Figure 1:

![Figure 1](image_url)
Representation of Text

Since the keywords were textual information which are linearly inseparable. BP Neural Network, Random Forest, and Support Vector Machine algorithms can only handle data in the form of matrices. Therefore, the key issue was how to turn the text data into identifiable feature matrices which was Vector Space Model.

This study used Excel to convert text data into feature matrices. Based on its pivot table, the matrix combined with positioning null function or programming “number-keyword”. That was, the leftmost column was a complete and non-repetitive number (this column can be deleted), the second column on the left was the classification of the corresponding numbers added, and the top row was all keywords that were not repeated. The value in the matrix was a lot of “0” s and a small amount of “1” s, and finally converted into a CSV file, which can be easily read in MATLAB. The final matrix was shown in Figure 2:

![Vector Matrix](image)

FIGURE 2. Vector Matrix

In order to compare the performance of the algorithm under three different data sizes and achieve comparative analysis of the algorithm, this study formed three sparse matrices of 900*2015, 2430*3621, and 3995*5237, which can not only make data more clear and concise, but also allow the data to be basically ready for processing to enter the following modeling phase.

Training of Three Classifiers

It was found that BP Neural Network, Random Forest, and Support Vector Machine (SVM) were more representative in previous research. Three sparse matrices were trained by Mat lab, and three algorithm models were under constructed.

The Construction of BP Neural Network Classifier Model

After 900 * 2015 data were processed, the training sets and test sets generated at random. Next BP Neural Network was created, trained and simulation tested. The prediction type and the actual type of classification map was shown in Figure 3:
FIGURE 3. BP Network Classification Comparison

It can be seen that the test accuracy rate was 0.66, which took 13min37s. As for 2430 * 3621 data, the accuracy rate was 0.7333, which took 1h12min. And 3995 * 5237 data, the accuracy rate was 0.8027, which took 2h45min.

Construction of a Random Forest Classifier Model

After 900 * 2015 data were processed, the training sets and test sets generated at random. According to training data and testing data, Random Forest classifier was generated. After simulation testing and accuracy testing, the classification result was shown as Figure 4:

FIGURE 4. RF Classification Results

It can be seen the accuracy rate was 0.6100, which took 4min36s. As for 2430 * 3621 data, the accuracy rate was 0.7015, which took 1h10min. And 3995 * 5237 data, the accuracy rate was 0.7900, which took 3h23min.
The Construction of Support Vector Machine Classifier Model

After 900 * 2015 data were processed, the training sets and test sets generated at random. According to training data and testing data, the data normalized. Then looking for the best c / g parameters and creating/training the SVM model. After simulation testing and accuracy testing, the classification result was shown as Figure 5:

![Comparison of test set SVM prediction results (RBF kernel function)](image)

**FIGURE 5. SVM Prediction Results**

It can be seen the accuracy rate was 0.7000, which took 2min10s. As for 2430 * 3621 data, the accuracy rate was 0.7520, which took 1h30min. And 3995 * 5237 data, the accuracy rate was 0.8200, which took 3h30min.

**COMPARISON AND ANALYSIS OF THREE CLASSIFIER ALGORITHMS**

This study compares and analyzes the algorithms of the three classifiers in terms of accuracy and time-consuming, and comprehensively judges their performance:

**Accuracy**

As shown in Figure 6, as the amount of data increases, the accuracy of the three algorithms gradually increases. The overall precision of the SVM is at the top, followed by the BP neural network, and the random forest is the last.

![Comparison of accuracy](image)

**FIGURE 6. Comparison of accuracy**
Time Consuming

As shown in Figure 7, as the amount of data increases, the time consumption of the three classification algorithms gradually increases. The BP neural network consumes a relatively short time for a large amount of data. The support vector machine is more conducive to smaller data, and the random forest is centered.

![Time Consuming Comparison](image)

**FIGURE 7.** Time Consuming Comparison

CONCLUSION

According to the comparison and analysis of the three classifier algorithms, it is not difficult to see that the three automatic classification algorithms have their advantages and disadvantages: SVM precision rate is in the first place, but it is more conducive to the processing of small data; BP Neural Network precision rate is the second, which is more conducive to the processing of big data; the precision of Random Forests is poor, and the processing efficiency of data is medium. As a whole, SVM is more conducive to automatic classification of Chinese medical literatures. Next is BP Neural Network. Random Forests is the worst.
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