An Improved Teaching-Learning-Based Optimization Algorithm for Sphericity Error Evaluation
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Abstract: In order to improve the accuracy and the convergence speed of the sphericity error, an improved teaching and learning algorithm is proposed to evaluate the sphericity error. Based on the basic teaching-learning-based optimization, the initial solution quality is improved by logistic chaotic initialization; At the end of each iteration, the interpolation algorithm is applied to the global optimal solution to further improve the search accuracy of the algorithm. Finally, one group of sphericity error algorithm though the measurement data in the related literature is verified the effectiveness of the ITLBO, the test result show that the ITLBO algorithm has advantages in the calculating accuracy and iteration convergence speed, and it is very suitable for the application in the sphericity error evaluation.
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INTRODUCTION

For the spherical error, there is no relevant standard to unify its error assessment methods at this stage, but as other common form error, the evaluation method can be used for reference in the form error such as roundness, cylindricity error evaluation. Among them, the minimum zone method is one of the methods which has a higher evaluation accuracy. It can meet the minimum zone principle in the international standards and obtain the accurate results of the measured data.

In recent years, the minimum zone method of sphericity error has been studied as follows: Samuel applied the method of computational geometry to the solution of sphericity error [1], Cui calculated the sphericity error by genetic algorithm [2], Wen used the immune evolutionary algorithm to the evaluation of sphericity error [3], Hu applied the improved particle swarm optimization method to assess the sphericity error accurately [4], Luo used artificial bee colony algorithm to solve the sphericity error of the measured parts[5], Lei respectively used mesh search algorithm [6] and the geometric approximation algorithm [7] to evaluate the accuracy of sphericity error, Liu constructed the geometrical model of spherical error by the method of chord truncation, and it can obtain the spherical error accurately [8]. In the above sphericity error evaluation algorithm, the intelligent
optimization algorithm such as genetic algorithm and particle swarm algorithm, is widely used because of its simple mathematical model. But on the other hand, the intelligent optimization algorithms have the strong parameter dependence, which is slow in the late iteration and easy to get into the local optimal, therefore, it needs to further improve the performance in the algorithm.

Teaching-learning-based algorithm is a new intelligent optimization algorithm, which requires few parameters and has relatively simple computational principle, and it is very suitable for engineering applications [9,10]. In order to improve the calculation accuracy and convergence speed of sphericity error, the teaching-learning-based algorithm is applied to the evaluation of sphericity error. But for the basic teaching-learning-based algorithm, there are some problems such as the premature convergence in iteration process. Therefore, two improved strategies are designed in this paper to improve the searching capability of TLBO algorithm and accelerate its convergence speed. And the effectiveness of the algorithm is verified by experiments.

MATHEMATICAL MODEL OF SPHERICITY ERROR EVALUATION

As shown in Figure 1, $f$ is the measured area which is contained by concentric sphere $O$ (the solid line) and $O'$ (the dashed line), when the $f$ takes the minimum value, the value is equal to the sphericity error of the measured data. Therefore, when the measured sphere data points have been obtained, how to find the concentric sphere coordinates which satisfies the sphericity error $f$ under the minimum zone method has become the key problem.

\[ r_i = \sqrt{(x_i - x_0)^2 + (y_i - y_0)^2 + (z_i - z_0)^2} \quad i = 1, 2, \ldots, n \]  
\[ f(x_0, y_0, z_0) = \min(\max(r_i) - \min(r_i)) \]

**FIGURE 1.** Schematic of the spherical error

For space-point set $P_i(x_i, y_i, z_i)$ ($i = 1, 2, \ldots, n$), the space distance between the any point measured to the sphere center $O(x_o, y_o, z_o)$ is shown in formula (1), where $r_i$ is the distance between the measured point to the sphere. According to the theory of spherical error, the essence of the problem is a minimization optimization problem. Therefore, the set of points objective function under the minimum zone principle can be established as shown in formula (2), where $\max(r_i)$ is the maximum sphere radius of the concentric sphere containing the point set, and $\min(r_i)$ is the smallest radius, $f$ is the spherical error value, so the problem can be converted to find the value of the parameters $x_o, y_o, z_o$ which can meet the minimum zone condition of $f$. 

\[ r_i = \sqrt{(x_i - x_0)^2 + (y_i - y_0)^2 + (z_i - z_0)^2} \quad i = 1, 2, \ldots, n \]  
\[ f(x_0, y_0, z_0) = \min(\max(r_i) - \min(r_i)) \]
IMPROVED TEACHING-LEARNING-BASED OPTIMIZATION

For the basic teaching-learning-based optimization algorithm[9], with the iterative process, the population diversity will be premature loss, making the solution fall into local optimization easily. Therefore, in order to increase the diversity of the population and prevent the premature convergence of the algorithm, two methods are introduced into the TLBO.

Chaos Initialization

In order to distribute the initial population more evenly and improve the quality of the initial solution of the algorithm, the chaotic random number is introduced into the basic TLBO. Chaos has the characteristics of traversal, randomness and regularity, and it is obtained through a deterministic equation[11]. The initial solution sequence generated by logistic chaotic[12] mapping is presented as formula (3) and (4).

\[ x_{n+1} = \mu x_n (1 - x_n) \]  
\[ x'_n = x'_{\text{min}} + x_n (x'_{\text{max}} - x'_{\text{min}}) \]  

Where \( \mu \) is the control parameter, when \( \mu \) is 4, the system is a completely chaotic; \( x'_{\text{min}}, x'_{\text{max}} \) are the upper and lower bounds of the variable respectively; \( x_n \) is a chaotic initialization variable in \([-1,0) \) and \((0,1]\); \( x'_n \) is the variable which is mapped to the range of value \( x'_{\text{min}} \) between \( x'_{\text{max}} \) by \( x_n \).

Quadratic interpolation

The interpolation algorithm[13] is applied to the TLBO global optimal individual, and the new individual location is generated near the optimal solution, compared to the two fitness function values between the two solution, then update the optimal solution, and further enhance the searching capability of the algorithm. The quadratic interpolation algorithm is shown in formula(5).

\[ x_{\text{new},i} = \frac{(x_{t,i} - x_{a,i})f(x_a) + (x_{b,i} - x_{a,i})f(x_t) + (x_{t,i} - x_{b,i})f(x_b)}{2[(x_{t,i} - x_{a,i})f(x_a) + (x_{b,i} - x_{a,i})f(x_t) + (x_{t,i} - x_{b,i})f(x_b)]} \]  

Where \( x_t \) is the global optimal solution; \( x_a \) and \( x_b \) are the randomly selected solutions respectively; \( x_{\text{new},i} \) is a new solution which is created by \( x_t, x_a \) and \( x_b \).

Algorithm Steps of ITLBO

Based on the corresponding improvement methods, the proposed ITLBO algorithm process is shown below:

(1) Parameters initialization. \( N \) is the population number; \( D \) is the dimension of problem; \( x'_{\text{min}} \) and \( x'_{\text{max}} \) are the upper and lower limit of the variables. Then go to step (2).

(2) Chaos Initialization. A random sequence individuals which number is \( N \) are generated, and the fitness function value of each individual is calculated; The teacher \( x_t \) in class is the individual who has the minimum value. Then go to step (3).

(3) Teaching stage. The students’ scores are updated according to the teaching stage. Then go to step (4).

(4) Learning stage. The students learn from each other. And record global optimal solution \( x_t \). Go to step (5).

(5) Interpolation algorithm. The best solution \( x_t \) is updated by interpolation algorithm, seen as formula (5). Then go to step (6).

(6) Judgement of iteration stopping criterion. If the calculation satisfies the stopping criterion, if it is satisfied, the calculation is completed and the optimal solution is output; if not, return step (3).
TEST ANALYSIS

Sphericity Error Experiment

In this experiment, the sphericity error is carried out by using the second group data of literature[14], the
data is shown in table 3. The calculation results of table 3 are shown in table 4. The calculation results of TLBO
and other related literature algorithms are listed in table 4. It can be seen that the calculation results of sphericity
error of TLBO and ITLBO is smallest, so the accuracy of the two algorithms has a higher accuracy than other
algorithms such as least square method. The calculation results of ITLBO and TLBO are 0.009662 mm and the
concentric sphere coordinates is (0.0035096, -0.003305, -0.00029195), their results are the smallest in the listed
algorithms, so the accuracy of the sphericity error is highest. The iterative curve of TLBO and ITLBO is shown
in figure 5. Although the iterative results of the two algorithms are same, the convergence speed and accuracy of
ITLBO are better than those of TLBO. The ITLBO converges in 18 times, and the TLBO algorithm converges in
25 times.

<table>
<thead>
<tr>
<th>Method</th>
<th>$x_0$</th>
<th>$y_0$</th>
<th>$z_0$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Least-squares method[14]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.0132</td>
</tr>
<tr>
<td>MZM$_{4,1}$Model[14]</td>
<td>-0.003224</td>
<td>-0.003484</td>
<td>0.000349</td>
<td>0.01259</td>
</tr>
<tr>
<td>MZM$_{1,4}$Model[14]</td>
<td>0.004816</td>
<td>-0.002009</td>
<td>-0.000424</td>
<td>0.00993</td>
</tr>
<tr>
<td>MZM$_{3,2}$Model[14]</td>
<td>-0.000018</td>
<td>-0.003241</td>
<td>0.000275</td>
<td>0.01002</td>
</tr>
<tr>
<td>MZM$_{2,3}$Model[14]</td>
<td>0.003509</td>
<td>-0.003305</td>
<td>-0.000292</td>
<td>0.00967</td>
</tr>
<tr>
<td>IEA[3]</td>
<td>0.003506</td>
<td>-0.003308</td>
<td>-0.000292</td>
<td>0.009669</td>
</tr>
<tr>
<td>IGA[3]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.009678</td>
</tr>
<tr>
<td>EGA[3]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.056038</td>
</tr>
<tr>
<td>TLBO</td>
<td>0.0035096</td>
<td>-0.003305</td>
<td>-0.00029195</td>
<td>0.009662</td>
</tr>
<tr>
<td>ITLBO</td>
<td>0.0035096</td>
<td>-0.003305</td>
<td>-0.00029195</td>
<td>0.009662</td>
</tr>
</tbody>
</table>

FIGURE 2. Sphericity error iteration curve of TLBO and ITLBO algorithms
CONCLUSION

In order to improve the accuracy and convergence speed of the spherical error, the teaching-learning-based algorithm is applied to the evaluation of the spherical error. An improved teaching and learning algorithm is proposed to solve the problems of early premature convergence of basic teaching-learning-based algorithm and easy to get into local optimization. In order to improve the quality of the initial solution of the algorithm, chaos initialization is designed to initialize the population; Finally, in order to prevent the algorithm from getting into the local optimal later, the interpolation algorithm is introduced into the late algorithm, and the algorithm is verified by experiments. The results shows that the improved teaching-learning-based algorithm is very suitable for the accurate evaluation of the spherical error.
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