Research on large inertia vehicle’s handling stability based on improved evidence theory
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Abstract. The objective evaluation index system of large inertia vehicle’s handling and stability was set up, the vehicle experiment was performed to get data of evaluation indexes referring to national standard. Three objective weighting methods with different focus were chosen to get the weighting coefficient of each index. An improved D-S evidence theory was raised to fuse three objective weighting methods getting the final index weighting, and the result was compared with the result gotten from subjective evaluation. Finally, it was proved that the improved method presented in this paper can better solve the conflict between three methods, and obtained the reliable index weighting coefficient.

Introduction

Handling and stability performance is one of the most important properties for vehicle’s safety[1], which will directly influence the operation state of large inertia vehicle. So it’s the basis of ensuring safety and improving execution efficiency of large inertia vehicle to evaluate the handling and stability performance reasonably. There are already detailed provisions on handling and stability evaluation of common double-axle vehicle in national standards, whereas for multi-axle vehicle, it is still blank. Researchers mostly evaluated large inertia vehicle referring to common vehicle’s evaluation combining with the large inertia vehicle’s real characteristics, whose main idea was reducing the dimension and assigning the weighting of multiple index[2][3], methods such as multi-variate statistical analysis, analytic hierarchy process [4]-[7] were commonly used. But the index system acquired by single method was easy to ignore some important information, leading to one-sided, even opposite results. In this paper, we have extracted eight indexes for large inertia vehicle’s evaluation based on road experiment of large inertia vehicle and the vehicle’s real characteristic, obtained the objective weighting coefficient by using three different methods according to the statistical decision theory of multi-index evaluation. Finally, the final index system was obtained through information fusion by an improved D-S evidence theory. The final result’s credibility was verified by subjective analytic hierarchy process.

Method of objective weighting

Considering the excessive test projects and evaluation indexes of vehicles, the high security requirement and high difficulty of road test, this paper used three different objective weighting methods to get index weight, which could obtain as much information as possible with less indexes and could ensure the accuracy and credibility of the evaluation, the methods were variation coefficient method, entropy method, correlation coefficient method respectively[8][9].

The variation coefficient method assigned the weight of each index according to the variation
degree of observed value on all evaluated objects. The basic idea of this method is the variation degree affects the final evaluation result directly, the normalized value of variation coefficient is generally considered as the weighting coefficient.

Supposing the number of evaluated index was $a$, each index corresponded to $b$ different objects. $X$ was the original matrix of index values, $x_{ij}$ stooded for the $j^{th}$ index value of the $i^{th}$ object, then

$$X = \begin{bmatrix} x_{11} & x_{12} & \cdots & x_{1a} \ \ x_{21} & x_{22} & \cdots & x_{2a} \ \ \cdot & \cdot & \cdots & \cdot \ \ \cdot & \cdot & \cdots & \cdot \ \ x_{b1} & x_{b2} & \cdots & x_{ba} \end{bmatrix}$$

Calculate the standard deviation of each index firstly, $S_j$, which reflects the variation degree; then calculate the variation coefficient reflecting relative variation degree of each index, $V_j$.

$$v_j = \frac{S_j}{\bar{x}_j}$$ \hspace{1cm} (1)

The weighting coefficient of each index, $w_{j1}$, can be obtained by normalizing the variation coefficient.

$$w_{j1} = \frac{v_j}{\sum_{j=1}^{a} v_j}$$ \hspace{1cm} (2)

In order to highlight the importance of the variation degree on the evaluation result, the entropy method was selected as the auxiliary of the variation method. The entropy method assigned the weight of each index according to the amount of information each index delivering. The more information the index delivers, the smaller the uncertainty and the entropy is. The entropy of evaluation index could be expressed by the following equation:

$$H_j = -k \sum_{i=1}^{b} m_{ij} \ln(m_{ij})$$ \hspace{1cm} (3)

Where $m_{ij}$ was the normalized index value, $k = 1/\ln b$, $i = 1,2,3,\ldots,b$, $j = 1,2,3,\ldots,a$. The index weight could be calculated by the following equation:

$$w_{j2} = \frac{1 - H_j}{a - \sum_{j=1}^{a} H_j}$$ \hspace{1cm} (4)

The principle of entropy method was similar to the variation coefficient method, the index weighting coefficient could not reflect the data’s independence. So this paper leaded in an assigning method considering the data’s independence to make up for the information loss caused by the above two methods, called multiple correlation coefficient method. This method assigned the weight of each index according to information’s multiplicity and index’s independence, the smaller the
multiplicity is and the more independent the index is, the bigger the weighting coefficient is. The correlation matrix of all indexes, $R$, would be obtained firstly, in order to calculate the multiple correlation coefficient matrix between the $n^{th}$ index $X_n$ and the other $n-1$ indexes, decomposed $R$ as the following form:

$$
R = \begin{bmatrix}
R_{n-1} & r_n \\
r_n^T & 1
\end{bmatrix}
$$

(5)

Where $R_{n-1}$ is the correlation coefficient matrix of the other $n-1$ indexes, $r_n$ is an $n-1$ order column vector, $r_n = (r_{1n}, r_{2n}, \ldots, r_{(n-1)n})$, then the multiple correlation coefficient of $X_n$ to other index is

$$
\rho_n = r_n^T R_{n-1}^{-1} r_n
$$

(6)

The weighting coefficient could be obtained by normalizing the reciprocal of the multiple correlation coefficient.

$$
w_{ij} = \frac{1}{\rho_j} \left/ \sum_{j=1}^{n} \frac{1}{\rho_j} \right.
$$

(7)

Respectively, the above three methods, aiming at different information feature, obtained the weighting coefficient of each index according to different assigning regulations. Each method had its both superiority and one-sideness, conflict and repetition may exist between different methods, causing great uncertainty to final result. So this paper proposed an improved D-S evidence theory to fuse the three results.

**Improvement of D-S evidence**

D-S evidence theory is the abbreviation of Dempster-Shafer theory, which was proposed at 1967 by Dempster and popularized at 1978 by Shafer. The basis of evidence theory is pooled evidence and renewing belief function, it describes the uncertainty by using recognition framework, basic probability distribution function, belief function and plausibility function[10][11].

Supposing $\Theta = \{\theta_1, \theta_2, \ldots, \theta_n\}$, then a set of complete states $\Theta$ of disjoint event is the recognition framework. The set made up of whole subsets of $\Theta$ is called power set, expressed as $2^\Theta$, standing for all possible propositions set, as the following equation, where $\Phi$ is empty set.

$$
2^\Theta = \{\Phi, \{\theta_1\}, \{\theta_2\}, \ldots, \{\theta_n\}, \Theta\}
$$

(8)

Definition 1: $\Theta$ is the recognition framework, $m$ is the mapping from $2^\Theta$ to $[0, 1]$, $A$ stands for any subset of $\Theta$, if meeting the conditions: $m(\Phi) = 0$, $\sum_{A \subseteq \Theta} m(A) = 1$, then $m$ is regarded as basic probability distribution function of $\Theta$. $m(A)$ is called the basic reliability of $A$, as also as the mass function of proposition, built according to researchers’ experience or detected data. $m(A)$ reflects the level of reliability to $A$. 
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Definition 2: \( \Theta \) is the recognition framework, \( Bel \) is the mapping from \( 2^\Theta \) to \([0, 1]\), if meeting the conditions: \( Bel(A) = \sum_{B \subseteq A} m(B) \), then \( Bel \) is regarded as belief function of \( A \), standing for the degree that the evidence supports \( A \). Because \( Bel \) could not reflect the degree that the evidence does not supports \( A \), the concept of plausibility function is leaded in.

Definition 3: \( \Theta \) is the recognition framework, \( Pl \) is the mapping from \( 2^\Theta \) to \([0, 1]\), if meeting the conditions: \( Pl(A) = 1 - Bel(\overline{A}) = \sum_{B \subseteq \overline{A}} m(B) \), then \( Pl(A) \) is regarded as the plausibility function of \( A \).

Supposing \( Q_1 \) and \( Q_2 \) were two evidence sets of recognition framework \( \Theta \), \( m_1 \) and \( m_2 \) were mass function of the two evidence sets, \( A_i \) and \( B_j \) were corresponding focal elements. If \( m_1 \) and \( m_2 \) were not complete conflict, a new mass function could be obtained by improved D-S synthetic rule. The D-S synthetic rule could be defined as:

\[
m(A) = \begin{cases} 
\frac{1}{1 - K} \sum_{A_i \cap B_j \neq \emptyset} m_1(A_i) m_2(B_j) & A \neq \emptyset \\
0 & A = \emptyset 
\end{cases}
\]  

(9)

Where \( K = \sum_{A_i \cap B_j \neq \emptyset} m_1(A_i) m_2(B_j) \), the value of \( K \) reflects the degree of evidence conflict. The coefficient, \( 1/(1 - K) \), is called regularization factor.

Evidence theory can solve the low conflict problem by simple reasoning and get preferable result. Whereas the basic probability assignment functions between different evidences encounter high conflict, the synthesis results may be unreasonable, even perverse. This paper can escape and eliminate the unreasonableness by weighting the source data of each evidence. In reference [12], Liu proposed the index, pignistic probability distance and conflict coefficient \( K \), to judge the conflict level of evidence, but the index were neither measurable. We proposed a combination rule of evidence theory based on distance according to Liu’s idea.

Supposing there are \( n \) kinds of evidence. Firstly, calculate the pignistic probability distance, \( \text{difBetP}_m \), between the two evidences( \( m_i \) and \( m_j \) \((i, j = 1, 2, \ldots, n))\), the matrix of pignistic probability distance, \( M_p \), would be obtained:

\[
M_p = \begin{bmatrix}
0 & \text{difBetP}_m & L & \text{difBetP}_m \\
\text{difBetP}_m & 0 & L & \text{difBetP}_m \\
M & M & O & M \\
\text{difBetP}_m & \text{difBetP}_m & L & 0
\end{bmatrix}
\]

(10)

\[
\text{difBetP}_m = \max_{A \subseteq \emptyset} \{|\text{BetP}_{m_1}(A) - \text{BetP}_{m_2}(A)|\}
\]

(11)

\[
\text{BetP}_m(A) = \sum_{\omega \subseteq A} \text{BetP}_m(\omega)
\]

\[
\text{BetP}_m(\omega) \text{ is the pignistic probability function,}
\]
\[
\text{BetP}_m(\omega) = \sum_{A \subseteq \text{DP, } m(A)} \frac{1}{|A|} \frac{m(A)}{1-m(\emptyset)} \\
\text{if } m(\emptyset) \neq 1
\]  
(12)

In equation 12, $|A|$ is the number of element in set $A$.

Then calculate the conflict coefficient, $K_{ij}$, between $m_i$ and $m_j$. The conflict coefficient matrix, $M_k$, would be obtained,

\[
M_k = \begin{bmatrix}
K_{11} & K_{12} & L & K_{1n} \\
K_{21} & K_{22} & L & K_{2n} \\
M & M & O & M \\
K_{n1} & K_{n2} & L & K_{nn}
\end{bmatrix}
\]

\[
K = \sum_{A \subseteq D, m(A) \neq \emptyset} m_i(A)m_j(B)
\]  
(13)

Based on $M_p$ and $M_k$, we describe $kp_{ij}$ ($kp_{ij} = (K_{ij}, \text{difBetP}_m^{ij})$) as a point in the $K$-difBetP plane. Define $d_{ij}$ as the conflict distance,

\[
d_{ij} = \sqrt{K_{ij}^2 + (\text{difBetP}_m^{ij})^2}
\]  
(14)

Define $s_{ij}$ is the similarity level between $m_i$ and $m_j$.

\[
s_{ij} = \frac{1}{d_{ij}}
\]  
(15)

The similarity level matrix, $S_m$, would be obtained,

\[
S_m = \begin{bmatrix}
s_{11} & s_{12} & L & s_{1n} \\
s_{21} & s_{22} & L & s_{2n} \\
M & M & O & M \\
s_{n1} & s_{n2} & L & s_{nn}
\end{bmatrix}
\]

The support degree of evidence $m_i$ is:

\[
\text{sup}(m_i) = \sum_{j=1}^{n} S_{ij}
\]  
(16)

The weight coefficients could be determined by normalizing the support degree of evidence.

\[
\omega_i = \frac{\text{sup}(m_i)}{\sum_{i=1}^{n} \text{sup}(m_i)}
\]  
(17)

We can weighting the source data by using $\omega_i$, and the final result could be obtained by fusing the new data according to the synthesis rule of evidence theory.
Example of large inertia vehicle evaluation

A four-axle vehicle was chosen as the research object in this paper. According to the national standard[13] and the real characteristics of the vehicle, the steady state circular test, the cornering and self-aligning test, the steering wheel angle pulse test were performed to evaluate the vehicle’s handling performance. There were eight evaluation indexes: the lateral acceleration at neutral, $a_n$; the under steer rate, $U$; the roll rate of the vehicle body, $K_f$; the yaw rate's absolute value, $\Delta r$; the yaw rate's total variance, $E_r$, reminded after loosing the wheel 3s; the resonant frequency, $f$; the resonance peak degree, $D$; the phase lag angle, $\alpha$. We tested eight large inertia vehicles and obtained results of the test, shown in table 1. The first and the last vehicles were virtual vehicles, whose data were corresponding to the lower and the upper limit value of the indexes in national standard.

<table>
<thead>
<tr>
<th>veh01</th>
<th>veh02</th>
<th>veh03</th>
<th>veh04</th>
<th>veh05</th>
<th>veh06</th>
<th>veh07</th>
<th>veh08</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_n$</td>
<td>$U$</td>
<td>$K_f$</td>
<td>$f$</td>
<td>$E_r$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.10</td>
<td>0.58</td>
<td>0.31</td>
<td>2.85</td>
<td>1.58</td>
<td>91.1</td>
<td>0.62</td>
<td>0.65</td>
</tr>
<tr>
<td>4.32</td>
<td>0.46</td>
<td>0.96</td>
<td>4.02</td>
<td>3.28</td>
<td>76.5</td>
<td>2.11</td>
<td>0.67</td>
</tr>
<tr>
<td>6.32</td>
<td>0.96</td>
<td>0.15</td>
<td>1.93</td>
<td>3.01</td>
<td>95.1</td>
<td>3.22</td>
<td>0.83</td>
</tr>
<tr>
<td>5.29</td>
<td>0.52</td>
<td>1.21</td>
<td>1.37</td>
<td>3.19</td>
<td>93.6</td>
<td>1.87</td>
<td>0.62</td>
</tr>
<tr>
<td>5.39</td>
<td>0.23</td>
<td>1.02</td>
<td>1.28</td>
<td>3.9</td>
<td>86.5</td>
<td>4.73</td>
<td>2.03</td>
</tr>
<tr>
<td>4.47</td>
<td>0.46</td>
<td>1.19</td>
<td>1.47</td>
<td>5.56</td>
<td>88.4</td>
<td>2.38</td>
<td>0.31</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>0.7</td>
<td>0.5</td>
<td>2</td>
<td>60</td>
<td>0</td>
<td>0.45</td>
</tr>
</tbody>
</table>

The test data in table 1 were processed by three different methods introduced in chapter 1, three groups of index weighting coefficients were obtained, shown in table 2.

<table>
<thead>
<tr>
<th>variation coefficient method</th>
<th>entropy method</th>
<th>correlation coefficient method</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_n$</td>
<td>$U$</td>
<td>$K_f$</td>
</tr>
<tr>
<td>0.07</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>0.03</td>
<td>0.10</td>
<td>0.14</td>
</tr>
<tr>
<td>0.46</td>
<td>0</td>
<td>0.10</td>
</tr>
</tbody>
</table>

As shown in table 2, there existed high conflict between three different methods. To investigate the synthesis effect of this paper’s method, data fusion was made by three different methods: taking the average value, basic evidence theory and improved method of this paper. The subjective evaluation considering human-vehicle factor was also performed by analytic hierarchy process shown in reference [6].

When evaluated subjectively, three experienced drivers of large inertia vehicle scored the vehicle, the average of them three was the subjective result. The fused results and the subjective result were shown in table 3.
Table 3. Results of data fusion and subjective evaluation

<table>
<thead>
<tr>
<th></th>
<th>$a_e$</th>
<th>$U$</th>
<th>$K_e$</th>
<th>$f_e$</th>
<th>$D$</th>
<th>$\alpha$</th>
<th>$\Delta$</th>
<th>$E_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>average value</td>
<td>0.19</td>
<td>0.08</td>
<td>0.12</td>
<td>0.16</td>
<td>0.07</td>
<td>0.02</td>
<td>0.21</td>
<td>0.14</td>
</tr>
<tr>
<td>basic evidence theory</td>
<td>0.05</td>
<td>0</td>
<td>0.10</td>
<td>0.19</td>
<td>0.02</td>
<td>0</td>
<td>0.50</td>
<td>0.13</td>
</tr>
<tr>
<td>method of this paper</td>
<td>0.13</td>
<td>0.06</td>
<td>0.11</td>
<td>0.20</td>
<td>0.04</td>
<td>0.05</td>
<td>0.32</td>
<td>0.09</td>
</tr>
<tr>
<td>analytic hierarchy process</td>
<td>0.14</td>
<td>0.05</td>
<td>0.09</td>
<td>0.22</td>
<td>0.05</td>
<td>0.07</td>
<td>0.30</td>
<td>0.09</td>
</tr>
</tbody>
</table>

As shown in table 3, the methods of taking average value and basic D-S evidence theory were greatly different in sorting the importance of all indexes and assigning the weight of the indexes, neither of them solved the conflict between those three weighting methods. Both of the methods weakened some indexes in importance compared with the result of subjective evaluation, great difference existed between the results of objective evaluation and human’s feeling. The synthesis result of improved evidence theory was similar with the subjective evaluation at sorting the importance of all indexes, so did the index weighting assignment. The improved method of this paper solved the conflict problem reasonably. Thus, the improved synthesis rules could solve the conflict between different weighting methods and make a reasonable judgment on the weighting of index effecting the vehicle’s handling and stability.

Conclusion

Aiming at finding a reasonable method of the large inertia vehicle’s evaluation of handling and stability performance, relying on three road tests, this paper obtained 8 groups of test data about evaluation index, and obtained 3 groups of weighting coefficients by using three different objective weighting methods: variation coefficient method, entropy method and correlation coefficient method. An improved D-S evidence theory was raised and used to fuse the three weighting methods. The fused result was compared with the result of subjective evaluation. The final results showed that the improved method of this paper could solve the conflict between three weighting methods, and was similar with human’s subjective evaluation. The evaluation method in this paper showed great superiority in evaluating the large inertia vehicle’s handling and stability reasonably, and also provided a reference for evaluation of large inertia vehicle’s handling and stability.
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