Fatigue State Detection From Multi-features
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Abstract—With the quickening pace of modern life and the increasing of work pressure, accidents caused by fatigue problems occur more and more frequently. Developing a high-performance fatigue monitoring technology can not only improve the driver’s work efficiency, but also solve the security risks caused by fatigue driving. This paper presents an algorithm of fatigue state detection from multi-features, which can determine whether a driver is in a state of fatigue. The thesis focuses on a non-contact, real-time fatigue detection method based on video, and proposes an algorithm with multiple fatigue characteristics. Firstly, it collects the video through the camera and carries out simple preprocessing. Then, the face area is quickly located by AdaBoost and the face shape model is constructed by ASM, which is used for locating the eye and mouth precisely, and extracting the relevant parameters. Based on the above indicators, it establishes the mapping relation between the characteristic space and fatigue space to judge the status with the SVM. Experiment results show the efficiency of the proposed method.
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I. INTRODUCTION

In recent years, the problem of fatigue driving has attracted more and more attention. Methods of fatigue detection are no longer just by the way of questionnaires. There are two assessment methods at present for monitoring fatigue[1]: subjective method and objective method. Subjective assessment method is conducted mainly in the form of questionnaires, such as the Cooper-Harper assessment questionnaire, the subjective load assessment, the Pearson fatigue scale, the Stanford sleep scale, the driver self-record table, the sleep habits questionnaire and so on. The objective assessment method is to record some changes in indicators like physiology, biochemistry, behavior of human body by means of instruments, equipment and other auxiliary tools. The comparison between subjective and objective methods is shown in the table1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Subjective</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Questionnaires</td>
<td>Instruments/equipment</td>
<td></td>
</tr>
<tr>
<td>Simple</td>
<td>Complex</td>
<td></td>
</tr>
<tr>
<td>No quantitative</td>
<td>Quantitative</td>
<td></td>
</tr>
<tr>
<td>Unreliable</td>
<td>Reliable</td>
<td></td>
</tr>
<tr>
<td>Non-real-time</td>
<td>Real-time</td>
<td></td>
</tr>
<tr>
<td>Uncertainty</td>
<td>Certainty</td>
<td></td>
</tr>
</tbody>
</table>

Table I. Comparison between two methods

In this paper, the driver’s eye characteristics are used as the basis for judging the fatigue state. First of all, the driver’s operation is captured and inputted into the computer by the camera, at the same time, a simple image preprocessing is performed to improve the accuracy of detection. Then, the face area is located with AdaBoost face detection algorithm quickly. Next, the eye and the mouth state parameters can be extracted by constructing the driver's facial feature model with active shape model(ASM).

At last, with the establishment of the mapping from the eye characteristic state to the driver's fatigue state space using support vector method(SVM) algorithm, it can make a judgment of the driver’s fatigue state. The detailed algorithm flow chart is shown in Figure 1 below.

Figure 1. Flow chart of the detailed algorithm

II. IMAGE PREPROCESSING AND FACE POSITIONING

Due to the factors of acquisition equipment or human, there will always be more or less interference and noise in capturing the driver's face image, at the same time, the image of the color, background and lighting will also affect the accuracy of detection. To achieve a better detection results, it is necessary to perform an image preprocessing before extracting the parameters. The preprocessing operation is divided into three steps. The first step is to convert the color image captured by the camera into 8 bits gray images. Secondly, denoising the image with median filtering, which can remove the acnode noise but will not blur the boundary of the image. Finally, enhancing the contrast of the image with the histogram equalization.

Prepositioning the face area can reduce the complexity of extracting eye parameters and improve the efficiency of detection. The AdaBoost method is more suitable for the fast localization of human faces in terms of accuracy and running time. The AdaBoost algorithm is a method proposed by Viola and Jones in the paper named "real-time detection of face detection robustness"[8], which combines Haar-like eigen values and integral graphs to the detection of human faces. The basic principle is to construct simple Harr-like features into a weak classifier which can be used to form a strong classifier, and then combine several strong classifiers to construct a cascade classifier. If a rectangular box region in the detecting image can pass through the corresponding
subclasses in the cascade classifier, it is assumed that the
detecting image contains a human face and the position
marked by the rectangle is where the face is. The figure2
shows the classifier with cascading.

![Classifier with cascading](image)

The advantage of AdaBoost algorithm is that it can detect
face stably, quickly and efficiently. The result of image
preprocessing and face localization is shown in figure 3.

![Result of image preprocessing and face localization](image)

### III. MULTI-FEATURES POSITIONING

In further recognition of the human eye’s and mouth’s
position, the accuracy of the AdaBoost algorithm will be
greatly reduced, which is not conducive to the judgment of
the human eye state. In Point Distribution Models(PDM), the
geometry of an object can be represented by a vector, which
is composed of a number of key feature points in a given
order, such as resistance, face, heart, and etc. As a PDM
algorithm, ASM consists of two parts :model establishment
and model matching, which is similar to most statistical
learning methods.

#### A. The establishment of ASM model

Before using ASM, a large number of human faces need
to be trained to obtain the initial shape model. The model
training includes marking the feature points and extracting
the shape models.

1) Marking the feature points

Selecting 500 samples image of facial regions and
marking feature points manually. These feature points are
consistent with the standard 68 feature points provided by
the ASM Library toolkit. Then, recording the coordinate of these
68 feature points and saving them in a text file.

2) Extracting the shape model

The shape vector of the 68 feature points marked in the
sample image as:

$$\alpha_i = (x_i^0, y_i^0, x_i^1, y_i^1, \cdots, x_i^n, y_i^n), i = 1, 2, \cdots, n$$  \hspace{1cm} (1)

Where \((x_i^j, y_i^j)\) represents the coordinates of the first j
feature points on the first i training sample, \(k=0, 1, 2, \cdots, 67;\)
\(n=0, 1, 2, \cdots, 499;\)

The feature point set is regarded as a two-dimensional
vector:

$$X = (x_0, \cdots, x_n, y_0, \cdots, y_n)^T$$  \hspace{1cm} (2)

In order to compare the corresponding points from
different images, the shape of the training set will be
normalized to eliminate the non-shape interference caused by
external factors, such as different angles of the face, the
distance and the attitude change. Orthogonal Procrustes
method can be used to align all the face shape vectors in the
training set to the first shape vector with scaling, rotating and
translating, but not changing the point distribution mode of
the other shapes.

After the normalization of the data, principal component
analysis (PCA)[9]algorithm is used to reduce dimension,
which can reduce the computational complexity. Any set of
feature points is regarded as a coordinate point in the
principal component vector space. The coordinate origin is
considered to be the mean of the set of points, so that any
point is considered as the coordinate origin plus a vector:

$$X \approx \bar{X} + P$$  \hspace{1cm} (3)

#### B. The matching of ASM models

ASM matching is achieved by matching the shape
parameters of the target image with an established model.
First, each feature point in the trained shape model is
initialized, giving an estimate to obtain the initial shape.

For any human face shape \(X\), its relation to \(\bar{X}\), \(P\), \(b\) can
be expressed as:

$$X = T_{XY,\theta}(\bar{x} + Pb)$$  \hspace{1cm} (4)

$$T_{XY,\theta}(y) = \left(\frac{X}{V_i}\right) + \frac{s \cos \theta - s \sin \theta}{s \sin \theta - s \cos \theta}$$  \hspace{1cm} (5)

where T is the rotation scaling matrix, \((X, Y)\) represents the
horizontal, vertical translation change, s represents the
scaling factor, and \(\theta\) represents the rotation angle. At the time
of initialization, the vector \(b\) is zero, and the position of the
best matching point is to be searched near the initial feature
point by using the local gray model. The new shape model is
rewritten by updating the parameter \(b\), and it can match with
the corresponding feature point in the target image finally.
The purpose of the match is to make the model \(X\) and the
image feature point set \(Y\) nearest, which means to update the
\(b\) until it converges.

The objective function is chosen to make the Euclidean
distance of each point as small as possible. The Euclidean
distance expression is:

$$Z = |Y - T_{XY,\theta}(\bar{x} + Pb)|^2$$  \hspace{1cm} (6)

ASM algorithm takes advantage of its point distribution
model, calibrates facial information constantly in an iterative
process, and finally locates the exact position of the human
eye. Matching result is shown in Figure 4:
IV. EXTRACTION OF MULTI-FEATURE PARAMETERS

Among all the dynamic changes in the human face, the change characteristics of the eyes and mouth are the most obvious. It is appropriate to use changes in the eye and mouth movements as a basis for detecting fatigue.

A. EYE parameters

In all the dynamic changes of facial features, eyes have the most significant features. The flow chart of eye feature parameters extraction.

1) PERCLOS parameter

The U.S. highway traffic safety administration (NHTSA) shows that PERCLOS has the best correlation with drivers’ fatigue levels by comparing nine indicators of fatigue [10]. PERCLOS refers to the percentage of eye closing time in a specific time, and NHTSA compares the evaluation criteria with PERCLOS, they believe that only if one’s degree of eye closure is more than 80% that can be regarded as the standard of eye closed (P80). Herein, the average human eye area of the driver in the normal state is calculated as the standard. Once the area of the driver’s eye exceeds 80% of the standard, the driver is considered to be in an eye closed state. The results of eye opening and closing state recognition is shown in Figure 5.

\[
\text{PERCLOS} = \frac{m1}{n1} \quad (7)
\]

2) BF parameter

The BF parameter refers to the blinking frequency of the eye. According to standard P80, it can be considered as one blinking when the state of the eye is detected from opening to the closing, and then to opening. At the initial setting, the number of blinking is set to be zero. When the closing state is detected, the number of blinking plus one. Finally, the number of blinking in 60 seconds is recorded as \( B_n \). Then the value of BF is:

\[
BF = \frac{B_n}{60} \quad (8)
\]

3) AECT parameter

AECT represents the average time of eye closure, which is corresponding to the value of \( (t_2 - t_1) \) in the P80 principle. Denoting \( t_1 \) as the time of the driver close his eye, the value of AECT can be obtained with the blink times \( B_n \), which is got in the process of BF parameter:

\[
\text{AECT} = \frac{\sum_{i=1}^{n} B_n}{B_n} \quad (9)
\]

B. MOUTH parameters

Yawning is an important parameter of the human body when detecting fatigue, which is of great research value. Referring to the eye’s PERCLOS principle, give a definition of PMRCLOS as a judgment standard for yawning in the mouth. the number of frames in which the mouth is in closed state is denoted as \( m2 \), while total frame number of all frames is denoted as \( n2 \), the PMRCLOS value can be expressed as:

\[
\text{PERCLOS} = \frac{m2}{n2} \quad (10)
\]

According to a large number of experimental data, when the ratio of mouth width to height exceeds 0.6, it means that people are yawning. The results of mouth state recognition is shown in Figure 6.

\[
\text{PERCLOS} = \frac{m2}{n2} \quad (10)
\]
samples of normal state and 50 groups of fatigue states are selected randomly to build a training sample database, and the remaining samples are used to build a test sample database.

B. Model training

Considering that the migration rule of the fatigue state is so complex rather than a simple linear problem. It is necessary to select a kernel function to classify the input of SVM model, which can map the data from the original space to the high-dimensional feature space. At present, the commonly used kernel functions are linear kernel function, polynomial kernel function, radial basis kernel function (RBF) and Sigmoid kernel function. Among them, RBF has some advantages in dealing with fatigue data detection[12]. The expression is as follows:

$$k(x_i, y_j) = e^{-\gamma|x_i-x_j|^2}$$  \hspace{1cm} (11)

There are two pending variables in the process of model building: the penalty coefficient $C$ and the kernel variable $\gamma$. The penalty coefficient $C$ controls the recognition accuracy and generalization ability of the fatigue detection model. The kernel variable $\gamma$ determines whether it is linearly separable when the nonlinear problem in the original space is transformed into a high dimensional space.

C. Model test

The SVM fatigue state detection model is implemented with open source software package LIBSVM. To validate the effective of the proposed algorithm, it utilizes the remaining 50 sets of normal driving samples and 50 sets of fatigue driving samples to form a test set. The results of the verification are shown in table II:

<table>
<thead>
<tr>
<th>Model Output</th>
<th>Actual State</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Normal Status</td>
<td>Fatigue state</td>
</tr>
<tr>
<td>Normal Status</td>
<td>42</td>
<td>6</td>
</tr>
<tr>
<td>Fatigue State</td>
<td>8</td>
<td>44</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

This paper focuses on the relationship between face characteristics and fatigue state of drivers. It integrates various of parameters, including eyes' and mouth', which improves the reliability of system. With building a fatigue monitoring model with multiple types of characteristic parameters, the system can finally determine whether the driver is in fatigue.

Experimental data shows that the precision of the system reaches to 86%, which indicates the high accuracy of the test.

The research results of the thesis can provide support for the fatigue monitoring technology to the operator in a certain extent.
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