Research on the Algorithm for Solving the Indoor Vision Positioning Model of Mobile Robot
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Abstract—In the analysis of the features and properties of camera based on the data, constructs the projection model and error model positioning calculation model, expanded beam method traditional adjustment model is only for image observations are optimized, constructed model with two or three dimensional positioning information integration RGB-D camera. The design experiments verified the accuracy of detection and matching, and combined with the depth measurement characteristics, we constructed two weight matrices of observation information, thus improving the mathematical model of the whole location calculation.
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I. INTRODUCTION

According to the US Environmental Protection Agency (EPA), 70% - 90% of the time is in the indoor11. To the growing demand for indoor positioning of large shopping malls, offices and other transportation hubs, this paper collected visual positioning signal RGB-D camera based on geometric imaging theory of RGB-D camera two kinds of observation information, imaging characteristics and texture projection relation information and depth information of the mobile robot, imaging geometric model RGB-D camera, analysis of two kinds of original observations and measurement error characteristics, extends the traditional adjustment model, the texture information and depth information as the observed value to optimize the exact position of the mobile robot.

II. INITIALIZATION POSITION CALCULATION

The purpose of initialization location calculation is to calculate the motion platform position and posture of each image frame, and use it as the initial position of position and gesture to estimate the initial value for the subsequent adjustment calculation model22. After obtaining two dimensional and three dimensional feature points, we can get the projection of feature points with texture information and depth information into the object space to get the 3D coordinates corresponding to the feature points through the strict imaging geometry model of the camera66. It is assumed that the three dimensional point set \( \{d_i\} \) represents the three dimensional points obtained by the current frame feature points, \( \{m_i\} \) represents the three dimensional points obtained by the feature points of the last continuous frame. The transformation relationship between two sets of points can be expressed by the transformation of the rigid body:

\[
d_j = Rm_i + T + V_i
\]

(1)

Among them, \( R \) represents the rotation relationship between two positions, which is a 3*3 matrix. \( T \) represents the translation relation between two locations. It is a 3*1 matrix and \( V_i \) represents the error matrix. When the \( V_i \) error is the hourly, the value of \( R \) and \( T \) is the optimal value. The least squares method can be used to solve the optimal solution, and the formula (1) least square solution model, such as formula (2), is used to decompose the singular value.

\[
\sum_{i=1}^{n} V_i^2 = \sum_{i=1}^{n} \|V_i - Rm_i - T\|^2
\]

(2)

III. CONSTRUCTION OF LOCATION MODEL

In the continuous process of movement, position and attitude of each frame image are calculated by the corresponding image sequence, but due to the presence of measurement error, tracking error77 and other factors, will inevitably produce errors in calculation, and with the accumulation of time and distance, the prediction error will accumulate rapidly. In order to eliminate or slow down the accumulation of this error, we must take into account the error of the original observation information of the camera, and its mathematical structure should match the imaging characteristics of the camera as much as possible88. The RGB-D camera positioning model99, is constructed by the beam adjustment model. In the continuous movement of the mobile platform, the image sequence obtained by constructing images, feature points in the image as the adjustment of the connection point, texture and depth information of feature points contained in the two RGB-D camera original observations as the measuring value adjustment model. At the same time considering the imaging characteristics of RGB-D camera, with strict imaging geometric model of RGB-D camera as the projection model of adjustment model, error analysis of depth information and texture information by means of observation, so as to construct error model adjustment model strictly imaging geometric model. The adjustment model is solved by the optimization constraints such as texture.
The rotation system used in the image can be expressed as:

\[
x - x_0 = -f_z a_1 (X - X_S) + h_1 (Y - Y_S) + c_1 (Z - Z_S)
\]

\[
y - y_0 = -f_z a_2 (X - X_S) + h_2 (Y - Y_S) + c_2 (Z - Z_S)
\]

\[
d = -f_z a_3 (X - X_S) + h_3 (Y - Y_S) + c_3 (Z - Z_S)
\]

(3)

In the model, \((a_1, a_2, a_3, h_1, h_2, h_3, c_1, c_2, c_3)\) represents the camera rotation matrix. The rotation angle of the camera can be expressed by Euler angles \((\omega, \varphi, \kappa)\). The rotation system used in this paper is a \(\omega - \varphi - \kappa\) system with X axis as the spindle. The X axis is the main axis to revolve the Omega angle, then revolves the Y angle around the Y axis, and finally rotates the kappa angle around the Z axis. Then the rotation matrix \(R\) can be expressed as:

\[
R = R_\omega R_\varphi R_\kappa = \\
\begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \varphi & \sin \varphi \\
0 & -\sin \varphi & \cos \varphi
\end{pmatrix}
\begin{pmatrix}
\cos \kappa & \sin \kappa & 0 \\
-\sin \kappa & \cos \kappa & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
a_1 & a_2 & a_3 \\
h_1 & h_2 & h_3 \\
c_1 & c_2 & c_3
\end{pmatrix}
\]

(4)

With the expansion of the formula (4), the relationship between the attitude parameters of the camera and the rotation angle can be obtained.

\[
\begin{align*}
a_1 &= \cos \varphi \cos \kappa \\
a_2 &= -\cos \varphi \sin \kappa \\
a_3 &= \sin \varphi \\
h_1 &= \cos \omega \sin \kappa + \sin \omega \sin \kappa \cos \kappa \\
h_2 &= \cos \omega \cos \kappa - \sin \omega \sin \kappa \sin \kappa \\
h_3 &= -\sin \omega \cos \kappa \\
c_1 &= \sin \omega \sin \kappa - \cos \omega \sin \varphi \cos \kappa \\
c_2 &= \sin \omega \cos \kappa + \cos \omega \sin \varphi \sin \kappa \\
c_3 &= \cos \omega \cos \varphi
\end{align*}
\]

(5)

The rotation angle \((\omega, \varphi, \kappa)\), the position and attitude parameters \((X_S, Y_S, Z_S)\) and the point coordinates of the connection point \((X, Y, Z)\) are taken as the corrected values, and the point coordinates \((x, y)\) and the depth value \(D\) are taken into consideration. According to the projection model of formula (3), we construct the error model, that is, the residual expression between the observed value and the theoretical value is constructed for the original point of view \((x, y)\) and the depth value \(D\) in the above models. Since there is a nonlinear relationship between the measurement in the model and the amount to be corrected, we need to linearize the formula in order to establish the residual expression between the observed and the corrected quantity. By using the Taylor series expansion and preserving the first order term, the form of the linearized residual expression is as follows:

\[
\begin{align*}
v_x &= (x) + \frac{\partial x}{\partial X_S} \Delta X_S + \frac{\partial x}{\partial Y_S} \Delta Y_S + \frac{\partial x}{\partial Z_S} \Delta Z_S + \\
&\quad \frac{\partial x}{\partial \omega} \Delta \omega + \frac{\partial x}{\partial \varphi} \Delta \varphi + \frac{\partial x}{\partial \kappa} \Delta \kappa + \frac{\partial x}{\partial \Delta X_S} \Delta \Delta X_S + \frac{\partial x}{\partial \Delta Y_S} \Delta \Delta Y_S + \frac{\partial x}{\partial \Delta Z_S} \Delta \Delta Z_S + \\
&\quad \frac{\partial x}{\partial \Delta \omega} \Delta \Delta \omega + \frac{\partial x}{\partial \Delta \varphi} \Delta \Delta \varphi + \frac{\partial x}{\partial \Delta \kappa} \Delta \Delta \kappa + \frac{\partial x}{\partial \Delta X_S} \Delta \Delta X_S + \frac{\partial x}{\partial \Delta Y_S} \Delta \Delta Y_S + \frac{\partial x}{\partial \Delta Z_S} \Delta \Delta Z_S + \\
&\quad \frac{\partial x}{\partial \Delta \omega} \Delta \Delta \omega + \frac{\partial x}{\partial \Delta \varphi} \Delta \Delta \varphi + \frac{\partial x}{\partial \Delta \kappa} \Delta \Delta \kappa + \frac{\partial x}{\partial \Delta X_S} \Delta \Delta X_S + \frac{\partial x}{\partial \Delta Y_S} \Delta \Delta Y_S + \frac{\partial x}{\partial \Delta Z_S} \Delta \Delta Z_S
\end{align*}
\]

(6)

\((v_x, v_y, v_z)\) is the residual of the observational measurements, \((x), (y), (z)\) is the initial value calculated by taking the initial values of the corrected quantities into the formula (3). By using the parameters of some columns instead of the deviations in the formula (6), the formula is rewritten as:

\[
\begin{align*}
v_x &= a_{11} \Delta X_S + a_{12} \Delta Y_S + a_{13} \Delta Z_S + a_{14} \Delta \omega + a_{15} \Delta \varphi + a_{16} \Delta \kappa + a_{17} \Delta X + a_{18} \Delta Y + a_{19} \Delta Z - l_x \\
v_y &= a_{21} \Delta X_S + a_{22} \Delta Y_S + a_{23} \Delta Z_S + a_{24} \Delta \omega + a_{25} \Delta \varphi + a_{26} \Delta \kappa + a_{27} \Delta X + a_{28} \Delta Y + a_{29} \Delta Z - l_y \\
v_z &= a_{31} \Delta X_S + a_{32} \Delta Y_S + a_{33} \Delta Z_S + a_{34} \Delta \omega + a_{35} \Delta \varphi + a_{36} \Delta \kappa + a_{37} \Delta X + a_{38} \Delta Y + a_{39} \Delta Z - l_z
\end{align*}
\]

(7)

For each coefficient, it can be further expressed by the amount to be corrected. For each parameter, we need to start with the imaging geometry model, namely the projection model.

\[
\begin{align*}
\bar{X} &= a_1 (X - X_S) + h_1 (Y - Y_S) + c_1 (Z - Z_S) \\
\bar{Y} &= a_2 (X - X_S) + h_2 (Y - Y_S) + c_2 (Z - Z_S) \\
\bar{Z} &= a_3 (X - X_S) + h_3 (Y - Y_S) + c_3 (Z - Z_S)
\end{align*}
\]

(8)

For the expression of the observation value \(x\) of the image point:

\[
x - x_0 = -f_z a_1 (X - X_S) + h_1 (Y - Y_S) + c_1 (Z - Z_S)
\]

(9)

The results of the coefficients associated with the observed value \(x\) are obtained as follows:
\[ a_{11} = \frac{\partial x}{\partial X_S} = -f_x \frac{1}{Z} [\tilde{X}a_1 - Za_1] \]
\[ a_{12} = \frac{\partial x}{\partial Y_S} = -f_x \frac{1}{Z} [\tilde{X}b_1 - Zb_1] \]
\[ a_{13} = \frac{\partial x}{\partial Z_S} = -f_x \frac{1}{Z} [\tilde{X}c_1 - Zc_1] \]
\[ a_{14} = \frac{\partial x}{\partial \omega} = f_x \frac{1}{Z} \left[ \tilde{X}[b_3(Z - Z_S) - c_3(Y - Y_S)] - \tilde{Y}[b_1(Z - Z_S) - c_1(Y - Y_S)] \right] \]
\[ a_{15} = \frac{\partial x}{\partial \phi} = f_x \frac{1}{Z} \left[ \tilde{X}[\cos \phi(X - X_S) + \sin \omega \sin \phi(Y - Y_S)] - \tilde{Y}[\sin \omega \cos \phi(Y - Y_S)] - \tilde{Z}[\cos \omega \cos \phi \cos \phi(X - X_S)] - \cos \omega \sin \phi \cos \phi(X - X_S) - \cos \omega \sin \phi \cos \phi(Y - Y_S)] - \cos \omega \cos \phi \cos \phi(Z - Z_S)] \right] \]
\[ a_{16} = \frac{\partial x}{\partial \kappa} = f_x \frac{1}{Z} \tilde{Y} \]
\[ a_{17} = -a_{11} = \frac{\partial x}{\partial X_S} = f_x \frac{1}{Z} [\tilde{X}a_1 - Za_1] \]
\[ a_{18} = -a_{12} = \frac{\partial x}{\partial Y_S} = f_x \frac{1}{Z} [\tilde{X}b_1 - Zb_1] \]
\[ a_{19} = -a_{13} = \frac{\partial x}{\partial Z_S} = f_x \frac{1}{Z} [\tilde{X}c_1 - Zc_1] \]

For the expression of the observation value \( y \) of the image point:

\[ y - y_0 = -f_y \frac{a_2(X - X_S) + b_2(Y - Y_S) + c_2(Z - Z_S)}{a_3(X - X_S) + b_3(Y - Y_S) + c_3(Z - Z_S)} \]  

The results of the coefficients associated with the observed value \( y \) are obtained as follows:

\[ d_{21} = \frac{\partial y}{\partial X_S} = -f_y \frac{1}{Z} [\tilde{Y}a_1 - Za_1] \]
\[ d_{22} = \frac{\partial y}{\partial Y_S} = -f_y \frac{1}{Z} [\tilde{Y}b_1 - Zb_1] \]
\[ d_{23} = \frac{\partial y}{\partial Z_S} = -f_y \frac{1}{Z} [\tilde{Y}c_1 - Zc_1] \]
\[ d_{24} = \frac{\partial y}{\partial \omega} = f_y \frac{1}{Z} \left[ \tilde{Y}[b_3(Z - Z_S) - c_3(Y - Y_S)] - \tilde{Z}[b_1(Z - Z_S) - c_1(Y - Y_S)] \right] \]
\[ d_{25} = \frac{\partial y}{\partial \phi} = f_y \frac{1}{Z} \left[ \tilde{Y}[\cos \phi(X - X_S) + \sin \omega \sin \phi(Y - Y_S)] - \tilde{Z}[\sin \omega \cos \phi \cos \phi(X - X_S)] - \cos \omega \sin \phi \cos \phi(X - X_S) - \cos \omega \sin \phi \cos \phi(Y - Y_S)] - \cos \omega \cos \phi \cos \phi(Z - Z_S)] \right] \]
\[ d_{26} = \frac{\partial y}{\partial \kappa} = f_y \frac{1}{Z} \tilde{Z} \]
\[ d_{27} = -d_{21} = \frac{\partial y}{\partial X_S} = f_y \frac{1}{Z} [\tilde{Y}a_1 - Za_1] \]
\[ d_{28} = -d_{22} = \frac{\partial y}{\partial Y_S} = f_y \frac{1}{Z} [\tilde{Y}b_1 - Zb_1] \]
\[ d_{29} = -d_{23} = \frac{\partial y}{\partial Z_S} = f_y \frac{1}{Z} [\tilde{Y}c_1 - Zc_1] \]

For the expression of the depth observation value \( D \):

\[ d = [-a_3(X - X_S) + b_3(Y - Y_S) + c_3(Z - Z_S)] \]

The results of the coefficients associated with the observed value \( D \) are obtained as follows:

\[ d_{31} = \frac{\partial d}{\partial X_S} = \sin \phi \]
\[ d_{32} = \frac{\partial d}{\partial Y_S} = -\sin \omega \cos \phi \]
\[ d_{33} = \frac{\partial d}{\partial Z_S} = \cos \omega \cos \phi \]
\[ d_{34} = \frac{\partial d}{\partial \omega} = \cos \omega \cos \phi \cos \phi(Y - Y_S) + \sin \omega \cos \phi \cos \phi(X - X_S) - \cos \omega \sin \phi \cos \phi(X - X_S) - \cos \omega \sin \phi \cos \phi(Y - Y_S)] - \cos \omega \cos \phi \cos \phi(Z - Z_S)] \]
\[ d_{35} = \frac{\partial d}{\partial \phi} = -\cos \phi(X - X_S) - \sin \omega \sin \phi(Y - Y_S) + \cos \omega \sin \phi \cos \phi(Z - Z_S)] \]
\[ d_{36} = \frac{\partial d}{\partial \kappa} = 0 \]
\[ d_{37} = -d_{31} = \frac{\partial d}{\partial X} = -\sin \phi \]
\[ d_{38} = -d_{32} = \frac{\partial d}{\partial Y} = \sin \omega \cos \phi \]
\[ d_{39} = -d_{33} = \frac{\partial d}{\partial Z} = -\cos \omega \cos \phi \]
At this point, the exact expression of the coefficients in the error model can be obtained, and the error model formula (7) is rewritten as a matrix form, as follows:

\[ V = AX - L, P \]  \hfill (15)

Among them:

\[
L = [l_x, l_y, l_d]^T
\]

\[
A = \begin{bmatrix}
  a_{11} & a_{12} & a_{13} & a_{14} & a_{15} & 1 & a_{16} \\
  a_{21} & a_{22} & a_{23} & a_{24} & a_{25} & 1 & a_{26} \\
  a_{31} & a_{32} & a_{33} & a_{34} & a_{35} & 1 & a_{36}
\end{bmatrix}
\]

\[
X = \begin{bmatrix}
  \Delta x_3, \Delta y_3, \Delta z_3, \Delta \phi, \Delta \kappa, \Delta \lambda, \Delta \gamma, \Delta \zeta
\end{bmatrix}^T
\]

\[ X \] represents the value matrix to be corrected, that is, the quantity to be solved, which includes the location of the camera, the attitude angle and the three-dimensional coordinates of the points. \( P \) is the weight matrix between the observation value of the point coordinate and the depth measurement. It reflects the accuracy of the observation. According to the principle of least square indirect adjustment, the formula (15) of the formula can be listed:

\[ A^T P A X = A^T P L \]  \hfill (17)

Thus the expression of the amount to be solved can be obtained:

\[ X = (A^T P A)^{-1} A^T P L \]  \hfill (18)

The matrix \( P \) of formula (18) expresses the weight relation between the texture image point information of the RGB-D camera and the depth information of the two original observations. Weight is an index to compare the relative precision between the observed values, and the measurement accuracy is the standard deviation. At the same time, the weight of the observed values is inversely proportional to the variance of the observed values (the square of the standard deviation). Texture image point information is extracted and matched by feature points, and its measurement accuracy depends on the extraction of feature points and the accuracy of matching tracking. According to the measurement accuracy of these two kinds of observation information, the weight matrix \( P \) in the location model can be constructed. At this point, a two or three dimensional information integration model for the integration of RGB-D cameras is constructed, such as formula (15) and solution formula (17). The model is based on the original observation information of RGB-D camera, the observation point and depth measurement value of texture, and the weight matrix of observed value is constructed according to the measurement error of the observed value. The optimal constraint of the amount to be solved is obtained through the solution of the model\textsuperscript{[15]}.  

IV. EXPERIMENTAL VERIFICATION

In order to verify the feasibility of the proposed method, build the experimental environment, the design of mobile robot driving a 180 meter long closed path, set a starting point and the point as the origin of the sets of 0 coordinates, from this point of view eventually return to the point. The frame frequency of the acquired and stored images is the same as that of the experiment. Finally, a total of 2800 frames of deep images and RGB images are stored. The depth images and RGB images of the RGB-D cameras are obtained as shown in Figure 1.

![Figure 1: The Depth Image and RGB Image of a Mobile Robot](image)

In this experiment, the traditional BA method is compared with the method proposed in this paper. The accuracy of the method is evaluated with closed error. The result of the experiment is table 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Closure difference(m)</th>
<th>Error(mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>This paper method</td>
<td>4.45</td>
<td>2.42%</td>
</tr>
<tr>
<td>Traditional BA method</td>
<td>7.6</td>
<td>3.86%</td>
</tr>
</tbody>
</table>

![Figure II: Experimental Result](image)

Can be seen from the experimental results, the error of two or three dimensional integrated positioning model is proposed in this paper for 2.42% full closed full closed, the error of the traditional BA method\textsuperscript{[15]} is 3.86%, the accuracy is obviously improved; Figure 2 shows, estimate the path of this method (blue) to estimate path compared with the traditional BA method (red) in the end of the closure is not only smaller, but the position deviation is smaller, the path caused by the deformation of the positioning errors in the estimation of path in the process of the smaller, more in line with the actual situation.
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