Abstract—This is Part I of a two-part paper which presents a methodology for fault location and isolation and service restoration for power distribution grids. Concepts of node, region, connected sub-grid, and simplified model of distribution grids are introduced. A simplified load flow analysis is discussed based on node-and-region load transformations. Complicated circuit analysis is avoided. Five criteria are proposed for fault location, including the distinguishability of multiple single-region faults and multiple multi-region faults. The fault is first located in a monitoring region and then in an action region. After that the action nodes of the action region are tripped to isolate the fault. Two service restoration schemes among a total of four are introduced in Part I. Tabu search is applied to seek for a close-to-optimal service restoration solution. The proposed approaches can be used in a grid of any scale. They have been imbedded in 26 power distribution automation systems of 10kV grids since 2013, and have been proven to be a great success.
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I. INTRODUCTION

More than eighty-five percent of outages in power distribution grids are caused by various faults [1]. Therefore, fast and effective fault location, isolation, and service restoration (FLISR) is of great importance to improve the service reliability.

The implementation of FLISR is based on local intelligence, distributed intelligence [2], or centralized intelligence [1].

Fault types fall into the following five categories: single-phase-ground, two-phase, two-phase-ground (or phase-phase-ground), three-phase, and three-phase-ground. Except the single-phase-ground fault, the other 4 types are interphase faults which generally produce a large fault current.

A large amount of literature has been published on fault location methods. There are a number of properties along which the methods are classified.

Based on the states of the fault information used, fault location methods can be divided into two types. Steady-state methods utilize steady-state voltages and/or currents or the fundamental frequency components extracted from the transient signals [3]. Transient methods utilize the fault-originated electromagnetic transients of voltages and/or currents. The most common steady-state methods are based on impedance, while some transient methods are based on traveling waves [4], [5]. Impedance-based methods and traveling-wave methods are outlined in an IEEE standard [6].

Based on the accuracy, fault location methods can be divided into two types, namely pinpointing the fault [7]-[10] and locating the faulted region [11]-[13]. The former is the topic of most of the related works of the literature, and is preferred by the patrol men. Synchronized voltage and current phasors are involved for a higher accuracy [14]-[21]. The latter has been discussed far less than the former. But it needs information with less accuracy than the former, and its related algorithms are much faster and more practical. Therefore, it is preferred in power distribution automation systems. The approaches proposed in this paper belong to the second type.

Based on the mathematical methods used, fault location methods can be divided into two types. Type one locates the fault by analytically solving equation sets. Whereas type two does it in logical ways whereby quantities are converted into “1”s or “0”s [12], [22], [23].

Based on the sources of the information used, fault location methods can be divided into the passive type and the active type. The passive type uses fault information which is generated by the power sources inside the grid, and is more popular than the active type. Whereas the active type uses signals injected into the grid by outside equipment [24], which is particularly suitable for a de-energized faulted feeder [25].

With all the fault location methods, it is a challenge to distinguish the most suitable one for a certain grid. An approach is proposed to rank the available methods in [17].

Anyway, few works of literature have dealt with the whole process of FLISR. This paper presents a methodology for FLISR on power distribution grids which are equipped with centralized automation systems. A distinguishing feature of the proposed methodology is that it is based on a simplified grid model. Load flow calculation, fault location, and network reconfiguration are carried out within a connected sub-grid which is made up of regions and which is of a far much smaller
scale compared with the whole grid. The load flow is calculated through basic arithmetic operations rather than conventional complicated circuit analysis. The faulted region is located by checking the directions of the fault current or power at each region. The proposed methodology can be used in a grid of any scale, however large it is. Tabu search is applied to seek for a close-to-optimal service restoration solution. The algorithm for the methodology has been imbedded in the master stations of 26 distribution automation systems. After a fault has been detected, the whole procedure of FLISR is carried out automatically in sequence within a quite short time if the switches are remotely controlled.

This paper consists of two parts. Part I, i.e. this part, deals with basic concepts and approaches for FLISR. Part II will deal with advanced approaches.

II. SIMPLIFIED MODEL OF DISTRIBUTION GRIDS

Based on the graph theory, a simplified model of distribution grids is established for FLISR.

A. Reference Direction

Due to the introduction of distribution generations (DG) into power distribution grids, the power flow through a grid becomes bidirectional. Nonetheless, we still define the direction from the main power source to the terminals of a feeder as the reference direction. Thus, the terms upstream and downstream have the same meanings as they do in a grids without DGs.

B. Node

A point on the feeder where a switch or fault monitoring device is installed is called a node. This definition is completely different from the traditional one. Nodes are classified into four types as follows.

Action nodes are the switches which are used to connect or disconnect the branches. Action nodes can be divided into two sub-types, namely the sectionalizing action node based on the sectionalizer which is normally closed, and the tie action node based on the tie switch which is normally open.

Monitoring nodes are the nodes where fault indicators are installed. Usually an action node is also a monitoring node. But the inverse is not always true. For example, a node with a fault indicator but without any switch is only a monitoring node.

Ending nodes are the terminals of a trunk, a branch or a lateral. The state of an ending node is constantly open.

Source nodes are the main power sources. They are actually the circuit breakers in the substations, and hence are action nodes. The switches connecting the distribution generations (DG) to the main distribution grid can also be regarded as source nodes. Thus, source nodes can be classified into two groups: the main source node and the DG source node.

The four types of node are demonstrated in Figure I. The solid icons indicate closed states, while the hollow icons indicate open states. The parallelograms are main source nodes, representing fault indicators. The squares are action nodes, the circles are sectionalizing action nodes, and the triangles are ending nodes.

C. Region

A region is a sub-grid surrounded by several nodes of the same type, and has no any node of the same type inside.

Regions can be classified into two types.

Action regions are the regions surrounded by action nodes or ending nodes without any action nodes inside. An action region is the smallest unit for fault isolation and load transfer.

Monitoring regions are the regions surrounded by monitoring nodes or ending nodes without any monitoring nodes inside. A monitoring region is the smallest unit for fault location.

Examples for different regions are illustrated in Figure II by dashed lines. It can be easily seen and understood that an action region contains one or more monitoring regions.

D. Connected Sub-Grid

A connected sub-grid is made up with a series of regions. It has features as follows:

• The regions are all connected when all of the tie switches in the connected sub-grid are closed.

• The connected sub-grid must not cover a substation bus. Therefore, load transfer can be limited within a connected sub-grid.

• The number of the regions reaches maximum.

A connected sub-grid is the smallest unit for grid reconfiguration and service restoration. No matter how large a distribution grid is, the service restoration can be carried out within a connected sub-grid, which is generally of a much smaller scale compared with the whole grid. Figure III illustrates three connected sub-grids by dashed lines.
E. Node Hierarchy

Node and region hierarchies are defined for single main source radial distribution grids. The hierarchy levels are limited within a single connected sub-grid. In other words, nodes or regions in different connected sub-grids have no relationship, though the connected sub-grids are in the same distribution grid.

The hierarchy level of the \( i \)-th node is defined as \( HN(i) = N \), where \( N \) is the number of nodes from the main source node (excluded) of the feeder to the \( i \)-th node. It should be noted that i, usually the sequence number of a node, here is just a sign representing this node. However, \( N \) is strictly counted from the main source node. Several nodes can have the same hierarchy level.

The hierarchy level of the main source node is zero. If \( HN(j) - HN(i) > 0 \), the \( i \)-th node is a senior node to the \( j \)-th node, and the \( j \)-th node a junior node to the \( i \)-th node.

The hierarchy level of the \( i \)-th node is defined as \( HN(i) = N \), where \( N \) is the number of nodes from the main source node (excluded) of the feeder to the \( i \)-th node.

If the \( i \)-th and \( j \)-th nodes are adjacent, and \( HN(j) - HN(i) = 1 \), the \( i \)-th node is the father node of the \( j \)-th node, and the \( j \)-th node is the son node of the \( i \)-th node.

In the example in Figure IV, the numbers in brackets indicate the hierarchy levels of the nodes, and the numbers beside the nodes are the sequence numbers of the nodes. The hierarchy levels are visualized by dashed curve lines. Some of them are \( HN(12) = 1 \), \( HN(11) = 2 \), \( HN(7) = HN(8) = HN(9) = HN(10) = 3 \). Obviously, node 11 is the father node of nodes 7, 8, 9, and 10.

The node hierarchy is the foundation of the region hierarchy.

F. Region Hierarchy

The nodes of a region are called the terminals of the region. The terminal with the smallest hierarchy level is the enter terminal of the region. While the other terminals are the out terminals of the region. A region can be expressed as \( Re \) (enter terminal, out terminal 1, out terminal 2, …).

The hierarchy level of the \( i \)-th region, denoted by \( HR(i) \) or \( HR \) (enter terminal, out terminal 1, out terminal 2, …), is equal to the hierarchy level of its enter terminal.

Some hierarchy levels in Figure II(B) are \( HR(A1, A2, B1, B2) = 1 \), \( HR(B1, D1) = 2 \).

The terms of father, son, senior, and junior for region hierarchies are defined in a similar way as those for node hierarchies.

If \( HR(i) < HR(j) \), and there is a relationship that the \( j \)-th region is the son of the \( i \)-th region, the two regions have an immediate family relationship. The \( i \)-th region is a direct ancestor of the \( j \)-th region, and the \( j \)-th region is a direct descendant of the \( i \)-th region. This immediate family relationship can be interpreted in another way. If a fault occurs in the \( j \)-th region, the fault current flows through not only the enter terminal but also one of the out terminals of the \( i \)-th region. This interpretation is useful for distinguishing multiple faults, which will be discussed in the later text.

G. Simplified Load Flow Analysis

In this subsection, a simplified method of load flow analysis for distribution grids is described. The method is approximate but quite simple and fast, and therefore is suitable for service restoration.

1) Node Load and Region Load: The load flowing through the \( i \)-th node, denoted by \( l_N(i) \), is named as the node load of this node. The load consumed within the \( m \)-th region, \( l_R(m) \), is named as the region load of this region. \( l_R(m) \) is also represented by \( l_R(i, j, \ldots, k) \), where \( i, j, \ldots, k \) are the terminals. The node load and region load can be expressed either in power or in current.

Sometimes, for instance, during service restoration, load rate is more convenient than the real load value. The load rate of the \( i \)-th node is defined as

\[
l_{N,\max}(i) = \frac{l_N(i)}{l_{N,\max}(i)}
\]

where \( l_{N,\max}(i) \) is the capacity limit of the \( i \)-th node, and \( l_{N,i}(i) \) is the load rate of this node. Both the numerator and the denominator are absolute values.

When region loads are discussed later in the paper, they usually for action regions unless stated otherwise.

2) Node-to-Region Load Transformation: Region load \( l_R(i, j, \ldots, k) \) is derived from node loads as

\[
l_R(i, j, \ldots, k) = \sum_{\lambda \in A} l_{N}(\lambda)
\]

where \( A \) is the set of the out terminals of the region, namely \( A = \{j, \ldots, k\} \).

During the normal operation loads are obtained in real time. Region loads are calculated with ease by using (2), and then stored. Region loads will be essential for grid reconfiguration and service restoration after a fault.
3) Region-to-Node Load Transformation: For node $i$, it is clear that

$$I_n(i) = \sum_{\theta \in \Theta} I_n(\theta)$$  \hspace{1cm} (3)

where $\Theta$ is the set of the $i$-th node’s downstream regions.

From (2), $I_n(i)$ can also be calculated by

$$I_n(i) = I_n(i, j, ..., k) + \sum_{\lambda \in \Lambda} I_n(\lambda)$$  \hspace{1cm} (4)

During grid reconfiguration and service restoration after a fault, node loads are quickly calculated by the region-to-node load transformation for a candidate scheme for service restoration.

The aforementioned method of node-to-region and region-to-node load transformations is the two steps of a simplified load flow calculation which is restricted within a connected sub-grid. This simplification significantly reduces computing load and the fault processing time.

4) An Example for Load Transformation: The distribution grid shown in Figure V is an example to illustrate the approach of the simplified load flow analysis. The numbers besides the nodes in Figure V(A) indicate the node loads in A. By conducting the node-to-region load transformation, the region loads are obtained and shown in brackets.

The grid is reconfigured as shown in Figure V(B). The new node loads achieved by region-to-node load transformation are shown in italic.

III. LOCATION OF FAULTS WITH A LARGE FAULT CURRENT

The criteria for fault location described in this section are based on sufficient information, and suitable for faults with a large fault current, namely inter-phase faults or single-phase-ground faults on neutral effectively grounded grids. For faults on neutral non-effectively grounded grids, and for cases with no sufficient information (information missing and erroneous), the criteria will be discussed separately.

A. Fault Location for Radial Grids — Criterion 1

For a radial distribution grid, once a fault occurs on a feeder section, the fault current flows through all upstream monitoring nodes but none of the downstream monitoring nodes.

Thus, Criterion 1 is as follows:

For a region in a radial distribution grid, if its enter terminal endures the fault current and none of its out terminals endures the fault current, the fault occurs in the region. Otherwise, the region is healthy. In other words, the fault is in the region with the fault current flowing through just one terminal. An example is shown in Figure VI where a fault occurs in Re(4, 3, 5). The arrows beside the nodes indicate the direction of the fault current.

B. Fault Location for Closed-Loop Grids—Criterion 2

A radial distribution grid has only one main source. For a closed-loop distribution grid with multiple main sources, once a fault occurs, the fault current flows through all the nodes on the trunk and also the nodes on the branches that lead to the faulted section. Criterion 1 is not applicable anymore, because sometimes more than one terminals of the faulted region endures the fault current.

Criterion 2 is as follows:

For a region in a closed-loop distribution grid, if at least one terminal endures a fault current with the fault power flowing into the region, and none of the terminals endures a fault current with the fault power flowing out of the region, the fault occurs in the region. Otherwise, the region is healthy. An example is shown in Figure VII.

To meet the requirement of Criterion 2, the current flowing through the monitoring nodes must be over the threshold set in advance, and the direction of the fault power must be detected too.

C. Location for a Two-Phase-Ground Fault—Criterion 3

The interphase short-circuit fault discussed in the previous sections occurs within a single monitoring region, which is referred as a single-region fault. For a neutral non-effectively grounded system, when a single-phase-ground fault occurs in
region A, the zero-sequence current is too small to trig the relay. But the voltages on the healthy phases increase, and the corresponding insulation may fail, which results in another single-phase-ground fault in region A or in a different region. If the latter is the case, a two-phase-ground fault is initiated with two grounding points being in different regions. This kind of fault is called a two-region fault. Sometimes even a multi-region fault happens.

For a two-phase-ground fault, either a single-region one or a two-region one, the zero-sequence voltage is distinct. Thus, Criterion 3 is as follows:

If the zero-sequence voltage resulted from a fault is over a preset threshold, the fault is a two-phase-ground short-circuit. The fault, with either one or two grounding points, can be located according to Criterion 1 for a radial grid, or Criterion 2 for a closed-loop grid.

A two-region fault is shown in Figure VIII. The faulted regions can be easily identified as regions R(A, B, C) and R(K, M).

Criterion 3 requires that the three phase currents should be detected.

**FIGURE VIII. EXAMPLE FOR A TWO-REGION TWO-PHASE-GROUND FAULT**

D. **Distinguishability of Two Single-Region Faults—Criterion 4**

Due to the delay of transmission, the information of several faults which do not happen simultaneously may be received simultaneously by the master station of the distribution automation system. Therefore, these faults appear to have happened simultaneously. If the faults are coincident in one region, it is not necessary to distinguish them from the point of view of fault location. If they are not, a problem arises whether these faults can be distinguished. The problem is answered by Criterion 4.

Criterion 4 is as follows:

Two simultaneous single-region faults are distinguishable except that the two regions have an immediate family relationship.

Two single-region faults which have happened in different connected sub-grids simultaneously are distinguishable since they have no immediate family relationship.

Two examples are shown in Figure IX.

In Figure IX (A), two faults occur in Re(A, B, C) and Re(E, F) simultaneously. Re(C, G) is a senior region to Re(E, F), but they do not have an immediate family relationship. The two faults are distinguishable.

**FIGURE IX. EXAMPLES TO ILLUSTRATE THE DISTINGUISHABILITY OF MULTIPLE SINGLE-REGION FAULTS**

E. **Distinguishability of Multiple Multi-Region Faults—Criterion 5**

Criterion 5 is as follows:

For multiple multi-region faults, if faults happen on the same phase and the faulted regions have an immediate family relationship, the faults are indistinguishable from each other. Otherwise, they are distinguishable.

The usage of Criterion 5 is demonstrated in Figure X.

**FIGURE X. EXAMPLES TO DEMONSTRATE THE DISTINGUISHABILITY OF THE FAULTED REGIONS OF MULTI-REGION FAULTS**

In Figure X (A), the two grounding points on phase A are in two regions Re(A, B, C) and Re(D, E, P). The grounding point on phase B is in Re(K, M). Re(A, B, C) and Re(D, E, P) have an immediate family relationship, and cannot be distinguished. However, Re(K, M) is in another connected sub-grid. It has no immediate family relationship with Re(A, B, C) or Re(D, E, P), and can be identified as a faulted region.
In Figure X (B), phases A, B, and C are grounded in different regions Re(A, B, C), Re(K, M) and Re(D, E, P). Though Re(A, B, C) and Re(D, E, P) have an immediate family relationship, the faults are on two phases. Therefore, the two faulted regions can be distinguished. Re(K, M) is in another connected sub-grid, and is identified as a faulted region.

In Figure X (C), the grounding point on phase A is in Re(A, B, C), and the grounding points on phase B are in Re(K, M) and Re(H, Y, J). The two faulted regions on phase B do not have an immediate family relationship, and are identified as two separate faulted regions. Re(A, B, C) is in another connected sub-grid, and is identified as a faulted region too.

IV. FAULT ISOLATION

For a distribution automation system based on centralized intelligence, once the faulted region is located, the fault will be isolated by telecontrolled operations.

It has been pointed out in Section II that a monitoring region is the smallest unit for fault location, while an action region is the smallest unit for fault isolation and load transferring. An action region contains one or more monitoring regions. In other words, the fault isolation application will isolate an action region rather than the faulted region (the faulted region is a monitoring region).

The fault isolation process is as follows:

Step 1: Take a terminal of the faulted region.

Step 2: If the terminal is an action node or an ending node, put it into set \( \Phi \).

Step 3: If the terminal is a monitoring node, search for all of its closest action nodes and/or ending nodes in the direction from the inside of the faulted region to the outside, put the findings into \( \Phi \). If there is any monitoring node in the searching path, just ignore it.

Step 4: If all of the terminals are handled, go to Step 5. Otherwise, go to Step 1.

Step 5: Trip the action nodes in \( \Phi \) by the function of remote control of the master station. Notably, some of the nodes have been tripped before by relay protection devices or other mechanisms, for example loss of voltage mechanism. Still some other nodes have to be kept open, such as tie switches. Thus, only the closed nodes will be tripped.

When all the tripping operations are successful, the fault isolation process ends. If any tripping operation fails, the corresponding node will be re-tripped for at most three times. If the node still refuses to trip, a correction tripping process will be carried out as follows:

Step 1: Change the type of node that has failed to trip from action node to monitoring node.

Step 2: Re-divide the monitoring regions and action regions, taking account of the change in Step 1.

Step 3: Re-locate the faulted region.

Step 4: Isolate the faulted region by following the process mentioned above.

V. PROBLEM FORMULATION OF SERVICE RESTORATION

The service restoration problem is a multi-objective and multi-constrained optimization problem [26]-[28]. Various objective functions and constraints are listed as follows, though the wording or selection of them may vary.

A. Objectives

The objectives, sometimes also called the indices, include

- Maximize Load Balance Degree
- Minimize load shedding
- Maximize the load restored with fewer switching operations
Other objectives, for example minimization of the service restoration time and minimization of load losses, may be used for a superior solution.

Not all the objectives are used for a certain service restoration process.

1) Maximize load balance degree: The index to indicate how uniform the loads are distributed in a connected sub-grid, namely, Load Balance Degree, is defined as

\[ LBD = \frac{\min(l_{\text{N,N}})}{\max(l_{\text{N,N}})} \]  

(5)

where \( \min(l_{\text{N,N}}) \) and \( \max(l_{\text{N,N}}) \) are the minimum and maximum of the node load rates in a connected sub-grid.

Large LBD is preferable in practice. Therefore, one objective for service restoration is to obtain LBD as large as possible, i.e.

\[ \max LBD \]  

(6)

2) Minimize load shedding: That is

\[ \min \left( \sum l_i(m) \right) \]  

(7)

where \( \Omega \) is the set of the load-shed regions.

3) Maximize the load restored with fewer switching operations: This is a comprehensive objective which can be formulated as

\[ \max \left( \sum_{m=M} \beta_m l_i(m) \right) \frac{1}{1 + \alpha T} \]  

(8)

where \( M \) is the set of the regions to be restored, and \( \beta_m \) is the parameter indicating the economic profit of the load in the \( m \)-th region. \( T \) is the number of switches to be operated, which is weighted by a factor \( \alpha \). In other words, this objective is to maximize the average economical profit for each switching operation.

B. Constraints

The possible electrical and operating constraints for service restoration include

- No load shedding
- No overload
- Current limits of nodes
- Grid topology
- Controllability of nodes

Like the objectives, not all the constraints are applied for a certain service restoration process.

The meanings of no load shedding and no overload are self-explanatory. Other constraints is explained as follows.

The current limit of a node is

\[ I_{N,N}(i) < 1.0 \]  

(9)

It is the main source node that flows through the largest current, therefore this node is usually the only concern.

The topology constraint lies in two aspects, namely, no loops among main source nodes, which means to maintain the radiality of the grid, and no more outage islands than the faulted action region.

The controllability of the nodes is that some action nodes should not be operated.

Voltage limits are seldom adopted as a constraint for service restoration since the restoration solution is still a transitional plan [29].

C. Search Space and Search Method

The search space of service restoration solutions consists of discrete candidates. Each candidate is made up of a series of switching operations. It is an integer programming problem in combinatorial optimization to find a good solution in the search space. Tabu search, a metaheuristic algorithm, has been applied in a variety of areas yielding solutions whose quality is often better than that obtained by previous methods. Therefore, Tabu search has been used in our research to devise a close-to-optimal solution.

VI. BASIC SCHEMES FOR SERVICE RESTORATION

Four service restoration schemes are presented in this paper, namely, real time service restoration, short time service restoration, service restoration with minimum load shedding, and modeled service restoration. The first two schemes are simple and basic ones, and will be discussed in this section. The other two advanced schemes will be described in part II.

A. Real Time Service Restoration

Real time service restoration is based on the region loads collected at the moment just before the fault.

The objective is to

- Maximize Load Balance Degree
- The constraints are
- No load shedding
- No overload
- Current limits of nodes
- Grid topology
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- Controllability of nodes

Because one of the constraints is no load shedding, therefore it makes sense that the number of the switching operation is not constrained.

Take the connected sub-grid in Figure XIII(A) for example. The rated current of all the nodes is 300A. The data in brackets are the region loads in A. The data without brackets are the loads of the main source nodes.

A permanent fault occurs in Re(B, C, N). By using the real time service restoration scheme, the service is successfully restored as shown in Figure XIII(B), with LBD=0.87.

![Fault Happens](image1)

![Service Restored](image2)

**FIGURE XIII**. AN EXAMPLE OF THE REAL TIME RESTORATION

### B. Short Time Service Restoration

During the processing of a fault, there is a payback effect [30]. That is, the load has increased significantly when consumers, who were out of service, are being reenergized. This is called cold load pickup problems [31]-[33]. The scheme of the short time service restoration deals with these problems based on simple principles. It is different from the real time service restoration in that it restores the maximum loads forecasted for the near future, while the real time service restoration tries to restore the prefault loads. However, whether the scheme of short time service restoration is adopted depends on the availability of load forecast.

### VII. CONCLUSIONS

This is Part I of a two-part paper which presents systematical and fast approaches to FLISR on power distribution grids. Part I has introduced basic concepts such as node, region, and connected sub-grid. Nodes are classified into four types. A region is surrounded by several nodes of the same type. Regions are divided into two groups: the action region and the monitoring region. Nodes and regions are in hierarchies. A simplified load flow analysis for network reconfiguration is devised based on node-to-region and region-to-node load transformations within a connected sub-grid.

Five criteria can be used for fault location with sufficient fault information. The fault is first located in a monitoring region and then in an action region which is equal to or larger than the monitoring region. After that the action nodes of the action region are tripped to isolate the fault.

Four service restoration schemes have been proposed, and the first two of them have been introduce in Part I. Without load shedding, the real time service restoration transfers the load in the faulted region based on the prefault loads, whereas the short time service restoration is based on the loads forecasted for the near future.

The proposed approaches have been imbedded in 26 power distribution automation systems of 10kV grids since 2013, and have been proven to be a great success.
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