Abstract—BP neural network is a common kind of neural network for recognition and classification, but it is obvious that some difficulties are find during the training process. In this paper, we introduced the basic principle of BP algorithm and propose a parameter adjustment procedure for activation function to speed up convergence and avoid gradient diffusion, and the feasibility of this method is proved by a basic BP neural network with simple structure. We analyzed this parameter's available value through a group of experiments based on simple three-layer BP full connected network. In addition, this activation function parameter adjustment procedure is also used in is suitable for Multilayer BP neural networks.
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I. INTRODUCTION

Artificial neural network (ANN) is a popular method that has been widely used in image and speech recognition in recent years. The network establishes an abstract, digital model that represents the process of information processing by neurons. Simulating the biological neural structure, the network consists of a large number of nodes, representing neurons connected by weights [1]. The network is trained to determine the weights for recognition and classification. Because of its distinctive topological structure, ANN has a strong fault-tolerant ability and computation speed, so it has a strong performance for classification and recognition.

The BP neural network (BPNN), proposed by Paul Werbos in 1974 and described by Rumelhart and McCelland in their paper as a type of multilayer, fully connected feed-forward neural network, is one of the most widely used neural network models. BPNN first determines a reliable procedure for target weight acquisition [2], that is, during the training process, the information is propagated forward and the error is contrary. The neural network learns the connection weights and iterates using the gradient descent algorithm until the iterations reach a preset number or the error becomes less than the target value.

Although BPNN has a modeling principle with a distinct mathematical meaning, good representation of classification, and wide range of applications, it also has some shortcomings and deficiencies. First, the BP algorithm can take a relatively long time to converge to the global minimum of the error plane [3], and sometimes, the process falls into local extremes. Second, for BPNN, the gradient diffusion phenomenon appears during the process of back propagation as the number of layers increases.

In order to improve the convergence speed, avoid gradient diffusion problems and improve network performance, some studies on activation functions and pre-training method were considered[4]. In 1991, Wang L proposed a new approach for the estimation of the number of hidden nodes and a new activation function which may decrease the nodes of the net for XOR problem[5]. Song W R studied the effect of network activation function on the convergence speed, and selected the best activation function for network training[6]. Hu Y G proposed a new neural network multi-parameter adjustable activation function and changed the BP process accordingly. Later, it was used in the example to prove its superiority over the original activation function[7]. In 2006, Mei D F introduced an adjustment function that was acted on the activation function to optimize the gradient and its derivatives and smooth the BP process[8]. Until now, there are still many scholars studying the activation function of neural networks. Some new activation functions and new adjustment methods are constantly being proposed. Some of them are based on sigmoid functions for parameter adjustment and optimization improvements[9-12]. In the other hand, Hinton and Salakhutdinov proposed a stacked auto-encoder (SAE) in 2006, which is trained until the output is just equivalent to the input [13], and they used a restricted Boltzmann machine (RBM) to build this deep auto-encoder model [14]. Since then, unsupervised pre-training has been widely used in BP networks. In 2015, an supervised pre-training method was proposed by Deng L and YU D[15,16].

In this paper, we propose a parameter adjusting procedure for the activation function to make training faster and more effective. Several group of experiments are set up to analyze and determine the suitable parameters.

II. A PARAMETER ADJUSTING PROCEDURE AND EXPERIMENTS

This section mainly concerns the problem of parameter adjustment in the process of fully connected network training. Previous research showed that fully connected networks trained by a BP algorithm take a relatively long time to reach convergence and may encounter a problem with gradient diffusion. Therefore, the parameter adjusting procedure is proposed as follows.

A. Fully Connected Neural Network

A fully connected network is the basic model of a BP neural network, and there are several hidden layers between input and...
output layer. Each layer have many nodes and a activation function.

The activation function \( f \) is defined as sigmoid, as shown in Figure 1, and can be a tangent function or a linear function.
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**B. Feed-forward Network**

Based on the structure of a fully connected neural network, every input of a node is multiplied by its corresponding weights, and the sum of the results with the bias is considered to be the total input \( S_j \) of this node, defined as:

\[
S_j = \sum_{i=0}^{k} w_{ij} x_i + b_j
\]

(1)

\[
O_j = f(S_j)
\]

(2)

where \( j \) and \( k \) are the number of nodes in layer \( L \) and \( L-1 \), respectively, so that \( w_{ij} \) is the weight connected between the \( i \)th node in layer \( L-1 \) and \( j \)th node in Layer \( L \). The bias and activation of the \( j \)th node in layer \( L \) are \( b_j \) and \( O_j \), respectively, and \( x_i \) is the activation of the node in layer \( L-1 \). In (2), the activation function \( f \) is defined as sigmoid, as shown in Figure 1, and can be a tangent function or a linear function. Following (1) and (2), the activation of nodes in the front layer is used as the input to the nodes in the next layer to perform the iteration.

**C. Back-propagation Network**

Weights and biases are updated and adjusted by the error gradient as follows:

\[
E = \frac{1}{2} \sum_{n=0}^{N} e_n^2
\]

(3)

where \( E \) is the total error of the network (mean square error) and \( e_j \) is the output error of the \( j \)th node in output layer, which is the difference between the value of the labeled output and actual output.

BPNN uses a gradient descent algorithm for constant training so that the weights can be adjusted to reach error convergence [17,18]. The updated weights are the product of the learning rate and error gradient in (4).

\[
\nabla w(i, j) = -\eta \frac{\partial E}{\partial w(i, j)}
\]

(4)

In this paper, the activation function is defined as sigmoid:

\[
f(x) = \frac{1}{1 + e^{-x}}
\]

(5)

Therefore, the derived function of the sigmoid is defined as:

\[
f'(x) = f(x)[1 - f(x)]
\]

(6)

For the weight between the \( i \)th node in hidden layer and \( j \)th node in output layer:

\[
\frac{\partial E}{\partial w_{ij}} = e \cdot f'(S_j) \cdot x_i
\]

(7)

where we can take node sensitivity, \( \delta_j = e \cdot f'(S_j) \), to be similar to the weight of the bias:

\[
\frac{\partial E}{\partial b_j} = \delta_j
\]

(8)

Based on the same procedure, the equation for error back-propagation from a hidden layer to an input layer can be inferred:

\[
\frac{\partial E}{\partial w_{ki}} = \delta_{ki} \cdot x_k
\]

(9)

where \( \delta_{ki} \) is the weight between the \( k \)th node in input layer and the \( i \)th node in hidden layer and

\[
\delta_{ki} = \sum_{n=0}^{j} \delta_n \cdot w_{nj} \cdot f'(S_i)
\]

(10)

Finally, the equation for weights adjustment is below:

\[
w = w - \eta \frac{\partial E}{\partial w}
\]

(11)

\[
b = b - \eta \frac{\partial E}{\partial b}
\]

(12)

The gradient descent algorithm is a common method for training neural networks, but its drawback is obvious: as the number of layers increases, the error gradient obtained by back-propagation will gradually decrease, so that the weights of the
first several layers change very slowly. As a result, the learning process leads to failure, and this serious problem is often referred to as gradient diffusion.

**D. Parameter Adjustment**

In this paper, a parameter adjustment method is used to solve gradient diffusion problems to a certain extent. As shown in (5) below, we use a sigmoid function as an activation function, but during the training process, a saturation phenomenon may develop. It is often found that the sigmoidal curve described in Figure 2 is steep from -5 to 5 and almost horizontal within other intervals. Once Si is outside of the range of values from -5 and 5, activation of each node will be indistinctive, and thus, the network will not learn effectively. To prevent activation from approaching 0 or 1, we set an assistant coefficient B as follows:

\[
f(x) = \frac{1}{1 + e^{-\frac{x}{B}}}\]

(13)
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Changes in the sigmoid shape from using different B values are shown in Figure 2, and we can observe that the curve tends to be horizontal as B increases and that the range of slopes becomes larger. Although the slope of points far away from the origin becomes larger, the slope of the central interval is decreased. As a result, the training can converge rapidly first and then slowly. The derivative of the activation in the moment is described as (14):

\[
f'(x) = \frac{f(x)[1 - f(x)]}{B}\]

(14)

We remove B in (14) to expand the value into B times, and then, the derivative is used to calculate (7) - (12). By this procedure, the error gradient can expand so that the variation in weights can increase. This procedure solves the gradient diffusion problem, allowing the network to be trained normally.

Actually, the gradient is reduced from the back layer to the front layer and finally disappears during the error back-propagation process. Using this method, the gradient expands into B times when propagating over a layer, that is, the gradient of the first layer increases exponentially. Thus, the training tends to finish learning about weights of earlier layers first and later layers second.

To determine the value of B, some experiments are necessary, and as follows, we use MNIST and a single hidden layer BPNN {784,800,10} with a different B to make a comparison.
For the experiments, this paper used 5 networks trained for 200 epochs with the same structure and different parameters. The activation function is defined as (13), and its derivative is defined as:

\[ f'_n(x) = \frac{f(x)(1 - f(x))}{A} \] (15)

where A is another parameter that is used to control the size of the gradient. Figure 3 shows that the parameters B and A of these 5 curves are \{1, 1\}, \{5, 1\}, \{5, 5\}, \{10, 1\}, \{10, 10\}.

The experimental results show that these five groups have the same trend of error convergence and that group \{5, 1\} converges fastest. For accuracy, groups \{5, 1\} and \{10, 1\} are similar and both are better than the other 3 groups. The cause of these results is considered to be:

When B>1, the curve of the activation function flares out so that the input of the nodes makes activation saturation difficult.

When A=B, the gradient is expanded to speed up learning.

It is not true that the larger B makes training faster because the global \( f'_n(x) \) becomes smaller through flareout.

Finally, this paper chooses parameters \{5, 1\} to perform subsequent experiments. It is worth noting that the learning rate may require an adjustment, along with B; otherwise, the error will oscillate and diverge due to an excessive correction of weights by an oversize gradient.

E. The Performance of Multilayer BP Neural Networks

We trained the multilayer BPNN with MNIST using the following network topology \{784, 800, 1500, 1000, 500, 10\}, as shown in Figure 4. There is no additional image processing prior to training, such as rotation, deformation, and so on. The parameter B of each layer was determined to be 5, and the learning rate was 0.02.

In this experiment, the network cannot be trained completely if B=1, but the gradient propagation problem is solved when B=5. During the training process, the weights are adjusted once for each sample by stochastic gradient descent. As the experimental results show, when trained for 40 epochs, the accuracy reaches its peak at 98.51%. The classification result is shown in Figure 5.


