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Abstract. As the Internet of Things (IoT) expands, new networks are initiated in order to provide long-range links with low power and low cost. At the same time, end-devices, localization is attracting more attention. This paper proposes a three-dimensional (3D) positioning algorithm based on time difference of arrival (TDOA). We use unmanned aerial vehicle (UAVs) as gateways to receive signals and calculate, while usual methods are required to construct base stations (BSs). Using UAVs is more flexible and convenient than constructing base stations. Simulation results demonstrate that the proposed method performs better. The second simulation shows that with the increase of the number of BSs, the positioning accuracy improves.

1. Introduction

With the development of IoT, low-power wide-area network (LPWAN) attracts more attention, which provides remote network access for IoT applications and maintains a low power consumption [1]. LoRa is one of the LPWAN technologies, and it proposes to use three or more gateways to calculate the time difference of arrival (TDOA) of the received signal [2][3]. The power and cost of modules can be minimized by deploying internal positioning technology in the network rather than using GPS-based technology.

Two-dimensional (2D) TDOA location algorithms usually can be divided into two groups: analytic solution and recursive solution. The recursive solution needs an initial condition to improve the positioning accuracy [4], and the initial condition is generally difficult to obtain. So analytic solutions are widely used [5][6]. However, the undefined z-axis error of hyperbola equations of 2D TDOA always causes inaccurate results. In recent years, some TDOA-based 3D positioning methods have been studied [7][8]. However, these methods are available only when there are four and more BSs nearby and when all BSs have the same height [9].

To eliminate the undefined axis error, we propose a new more applicable TDOA algorithm and derivate a hyperbola equation in 3D coordinates that can include z-axis. In the new algorithm, BSs could have different height. We try to replace fixed base stations with UAVs to collecting the information from end-devices and calculating positions. The UAVs install the GPS module so that their position information can be gained. By using UAVS, the network doesn’t need to construct base stations, so it’s convenient and flexible in harsh environments.

This paper is structured as follows. In Section, we introduce the system model for the TDOA based 3D positioning. In Section, the solution of hyperbola equation based on the 3D model is given. We present simulation results in Section and conclude the paper in section.
2. System Model

Fig.1 3D Positioning Model

Fig.1 shows the 3D TDOA model. In this model, UAVs are drove to act as BS to receive the signals. The UAVs install the GPS module so that their position information can be gained. UAVs based IoT is convenient and flexible to calculate positions of end-devices.

Assume that there are M UAVs distributed in a 3-D plane as shown in Fig.1. Let the target be at an unknown position \((x, y, z)\) and the ith UAV at a known location \((X_i, Y_i, Z_i)\). The squared distance between the target and the ith UAV is

\[
R_i^2 = K_i - 2X_i x - 2Y_i y - 2Z_i z + x^2 + y^2 + z^2
\]

(1)

where \(K_i = X_i^2 + Y_i^2 + Z_i^2, i = 1, 2, 3...\) is the signal propagation speed, then

\[
R_i = ct_i = R_i - R_i
\]

(2)

define a set of nonlinear equations whose solution gives to \((x, y, z)\).

In the 2D position models, the height of BSs and targets is not considered, so the hyperbola Eqn.(2) has some errors. In Eqn.(2), time difference \(t_i\) is in 3D form but the distance difference \(R_i\) is in 2D, so that the undefined axis error is caused, and the undefined axis error can lead to performance loss [10].

3. 3D Positioning Method

Firstly, we transform Eqn.(2) into another set of equations.

\[
R_i^2 = (R_{i,1} + R_i)^2 = R_{i,1}^2 + 2R_{i,1}R_i + R_i^2
\]

(3)

When \(i = 1\), we can get

\[
R_1^2 = K_1 - 2X_1 x - 2Y_1 y - 2Z_1 z + x^2 + y^2 + z^2
\]

(4)

From Eqn.(3) and (4), we obtain

\[
R_{i,1}^2 + 2R_{i,1}R_i = -2X_{i,1} x - 2Y_{i,1} y - 2Z_{i,1} z + K_i - K_1
\]

(5)

where \(X_{i,1} = x_i - x_1\), \(Y_{i,1} = y_i - y_1\) and \(Z_{i,1} = z_i - z_1\). Note that Eqn.(5) is a set of linear equation with unknowns \(x, y, z\) and \(R_i\).

When M is greater than four, the system is overdetermined. By introducing an intermediate variable, the nonlinear Eqn.(5) can be transformed into a set of equations which are linear in the unknown parameters and the intermediate variable. A least-squares (LS) can give their solution. By exploiting the known relation between the intermediate variable and the position coordinates, a second weighted least-squares (WLS) gives the final solution for the position coordinates.

Let \(z_o = [z_o, R_i]^T\) be the unknown vector, where \(z_o = [x, y, z]^T\). We establish a set of linear equations

\[
h = G_z z_o\]

from Eqn.(5). With the TDOA noise, the error vector is

\[
\psi = h - G_z z_o^0
\]

(6)
where \( h = \frac{1}{2} \begin{bmatrix} R_{2,1}^2 - K_2 + K_1 \\ R_{2,1}^2 - K_2 + K_1 \\ \vdots \\ R_{M,1}^2 - K_M + K_1 \end{bmatrix}, \quad G = \begin{bmatrix} X_{2,1} & Y_{2,1} & Z_{2,1} & R_{2,1} \\ X_{3,1} & Y_{3,1} & Z_{3,1} & R_{3,1} \\ \vdots & \vdots & \vdots & \vdots \\ X_{M,1} & Y_{M,1} & Z_{M,1} & R_{M,1} \end{bmatrix}. \)

Denote the noise free value of \( \{ \} \) as \( \{ \}^* \), \( t_{ij} = t_{ij,0}^* + n_{ij} \), \( R_{ij} = R_{ij,0}^* + c n_{ij} \). Noting from Eqn.(2) that \( R_{ij} = R_{ij,0}^* + c n_{ij} \), the error vector \( \psi \) is found to be
\[
\psi = c B n + 0.5 c^2 n \quad \text{where} \quad B = \text{diag}\{R_{1,0}^*, R_{2,0}^*, \ldots, R_{M,0}^*\},
\]
where \( \otimes \) represents the Schur product.

\( Q \) is the covariance of TDOA estimators, and the covariance matrix of error vector \( \psi \) is
\[
\Psi = \text{E}[\psi \psi^T] = c^2 B \text{E}[n n^T] B = c^2 B Q B .
\]

Considering the elements of \( z_a \) are independent, Eqn.(6) can be solved by WLS and the estimate of \( z_a \) is
\[
z_a = \text{arg min} \{ (h - G_a z_a)^T \Psi^{-1} (h - G_a z_a) \} = (G_a^T \Psi^{-1} G_a)^{-1} (G_a^T \Psi^{-1} h).
\]

In practice, \( \Psi \) is not known because \( B \) contains the true distances between the target and UAVs. To make the problem solvable, replace \( \Psi \) with \( Q \), the approximation of Eqn.(9) is
\[
z_a = (G_a^T Q^{-1} G_a)^{-1} (G_a^T Q^{-1} h).
\]

We firstly obtain an initial estimation of \( B \) using Eqn.(10). The answer of first step is then computed from Eqn.(9). Let \( z_a = z_a^0 + \Delta z_a \), then \( \Delta z_a \) and its covariance matrix is
\[
\Delta z_a = c (G_a^T \Psi^{-1} G_a)^{-1} G_a^T \Psi^{-1} B n
\]
\[
\text{cov}(z_a) = E[\Delta z_a \Delta z_a^T] = (G_a^T \Psi^{-1} G_a)^{-1}.
\]

The solution of \( z_a \) assumes that \( x, y, z, R_i \) are independent. But they are related by Eqn.(1) at \( i = 1 \).

We can use this relationship to give an improved estimate. \( z_a \) is a random vector with its mean centered at the true value and covariance matrix given by Eqn.(11). The elements of \( z_a \) can be expressed as \( z_a,1 = x^0 + e_1, \quad z_a,2 = y^0 + e_2, \quad z_a,3 = z^0 + e_3, \quad z_a,4 = R_i^0 + e_4 \), where \( e_1, e_2, e_3 \) and \( e_4 \) are estimate errors of \( z_a \). A new error vector is
\[
\psi' = h' - G_a z_a .
\]

As the errors \( e_i, i = 1,2,3,4 \) are small, the covariance matrix of \( \psi' \) is
\[
\Psi' = E[\psi' \psi'^T] = 4 B' \text{cov}(z_a) B'
\]
\[
B' = \text{diag}\{x^0 - X_1, y^0 - Y_1, z^0 - Z_1, R_i^0\}
\]

Since is \( \psi' \) Gaussian, the ML estimate of \( z_a' \) is
\[
z_a' = (G_a'^T \Psi^{-1} G_a')^{-1} (G_a'^T \Psi^{-1} h').
\]

Finally, the estimation of position is then obtained as
\[
z_p = \sqrt{z_a} + \begin{bmatrix} X_1 \\ Y_1 \\ Z_1 \end{bmatrix}, \quad \text{or} \quad z_p = -\sqrt{z_a} + \begin{bmatrix} X_1 \\ Y_1 \\ Z_1 \end{bmatrix}.
\]

The proper solution is the one which exists in the region of interest.

4. Simulation and Analysis

The root mean square error (RMSE) performance of the proposed method is simulated by Monte Carlo simulations. RMSE is defined as
\[
RMSE = \sqrt{E[(x - \hat{x})^2 + (y - \hat{y})^2 + (z - \hat{z})^2]}.
\]
Figure 2 shows that the relationship between TDOA measurement error and the RMSE respectively for the proposed method and the traditional method. In the simulation, without loss of generality, we choose these parameters. The target’s position is (500, 1000, 10). According to the proposed method, some flying UAVs act as base stations, and positions are (0, 0, 0), (430, -2500, 200), (720, 2500, 140), (0, 5000, 350), (-430, 2500, 80). These known positions are closer to the target’s position and have different height. By contrast, traditional base stations may be further from the target and have lower altitudes. We set these BSi positions are (0, 0, 0), (-10000, 10000, 2), (0, 10000, 4), (10000, 10000, 12), (10000, -10000, 2).

Fig. 2 Comparisons of the proposed 3D and traditional TDOA algorithm

From the comparisons of 3D and traditional 2D TDOA algorithm shown in Fig. 2, the proposed method has a more accurate positioning result. There may be two reasons. First, considering the height of the factors eliminates the coordinate error. Second, UAVs can be closer to the target.

Fig. 3 shows the effect of the UAVs, number on the position accuracy of the proposed method. From [2] we know, when the number of UAVs exceeds 8, the performance doesn’t improve significantly. We discuss the situation where the number is less than 8. In the simulation, the target’s position is (500, 1000, 10), and flying UAVi position is (0, 0, 0), (430, -2500, 200), (720, 2500, 140), (0, 5000, 350), (-430, 2500, 80), (0, -5000, 30), (720, -2500, 10). From Fig. 3, we can conclude that when the number of UAVs is less than 8, as the number increases, the RMSE gets smaller, and the calculated position is closer to the real position.

5. Conclusion

In this paper, we proposed a 3D positioning method that can support the implementation in LPWAN. In the 3D model, it is more flexible to find positions using the UAVs as base stations to communicate with end-devices, and it is helpful to improve positioning accuracy. The proposed
method removes the undefined axis error of 2D TDOA in theory, and it has a better performance than traditional method using fixed base stations which may be far away from end-devices.
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