Abstract—In this paper, we propose two new closed form approximate maximum likelihood location methods via time difference of arrival (TDOA) measurements to determine the location of a target. For both two methods, an initial estimation is acquired by least square method in the first step. Then, supposing that the statistical structure of measurement noise are already known, the maximum likelihood function is derived. At last, for method one, we use first order Taylor expand at the initial point to approximate the residual error for nonlinear measurement equation and substitute it into the maximum likelihood function. While for method two, we use second order Taylor expand at the initial point to approximate the maximum likelihood function. At last, we derive the closed-form solution to both of the methods respectively. The computational complexity of our methods and AML method is derived and we analyze the performance of our two methods. The simulation results show that our methods are more accurate because our methods based on maximum likelihood function and have low computational complexity because we iterate only once.
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I. INTRODUCTION

The past few decades, the problem of determining the position of moving or static object(s) by measuring time difference of arrival (TDOA) of received signals has drawn considerable attention, and research on TDOA technologies has made great progress. Now, TDOA technologies are widely used in many areas, including radar, mobile communications, GPS and wireless sensor networks [1-8].

TDOA technologies have been used for target location for a long time, and many algorithms have been proposed. In [9], in order to handle nonlinear location equations, author employs Taylor series expansion so as to linearize it. Unlike [9], we apply Taylor expansion to approach the maximum likelihood equation rather than the location equations. Our methods also have less computational complexity because they need iteration procedure only once. In [10], authors use least-square solution, named as spherical-interpolation (SI). In [11], authors relax the cost function as minimum and maximum function and use two different SDR methods [11-14] for relaxation. In [15], authors propose a bi-iterative method to determine the location or speed of a moving target alternately. Authors derive a closed-form solution through the WLS expression and employ Gauss-Newton method for a better solution. While our methods derive the closed-form solution through maximum likelihood equation.

In [16], Chan proposed a classical method to manage TDOA problem. When the error of TDOA is small enough, it can attain to CRLB, but when error is large, the performance of the algorithm is not guaranteed. In [6], in order to deal with the non-linear equation, authors apply the Levenberg-Marquardt algorithm and meet great balance between accuracy and computational complexity. Since the Chan method is biased when the measurement noise is large, authors of [17] propose two methods to reduce the bias considerably and achieve the CRLB for distant source location problem.

In [18], authors first change the maximum likelihood equations into two linear equations which coefficients are about unknowns target coordinates \((x, y)\), with some initial values of \((x, y)\), the approximate maximum likelihood (AML) solves the linear equations for new \((x, y)\) and updates their coefficients. After five updates, AML selects the \((x, y)\) that minimize the cost function as the solution.

Our method also starts from a maximum likelihood function, unlike [18], we do not need to iterate, which reduces the computation load. Applying the initial guess derived from the least squares method and final results can be derived through a maximum likelihood based closed form solution.

The arrangement of this paper lies follows: section II gives the derivation of our methods, The computer simulation results are shown in section III and our conclusion is drawn in section IV. At last, we analyze the bias and variance for least square location method in section VII.

II. PROPOSED METHOD

In this section, the model and the derivation of our two methods are presented. In this paper, we propose our two methods to determine an individual target position. The measurements we use are the time difference of target-receiver distance. Since the parameter extraction procedure is not considered in our paper, we do not care whether the target itself transmits signal or is illuminated by other kinds of...
signals. As for receivers, we have their priori knowledge and know their position precisely.

In TDOA location, we have the measurement equations:

\[ \tau_{k1} = \frac{1}{c}(R_i - R_k) \quad k = 2,3,\ldots,M \]  

Where:

\[ R_k = \sqrt{(\theta - x_j)^T (\theta - x_k)} \]  

Here \( \theta \) is the target position to be determined and its dimension is \( K \). Suppose \( K=2 \), our problem is based on the 2D plane, and when \( K=3 \), we locate a target in 3D space. For TDOA hyperbolic location, \( K=M \) may cause fake focal point, we assume that \( M \geq K+1 \) to ensure a unique position solution. \( x_k \) here is the \( k \) th receiver position and \( R_k \) represents the distance between target and \( k \) th receiver. For simplicity, we define:

\[ \rho_k = c\tau_{k1} \quad k = 2,3,\ldots,M \]  

Thus:

\[ \rho_k + R_i = R_k \]  

Squaring both sides of the equation (4) and get:

\[ \rho_k^2 + 2R_k\rho_k + R_i^2 = R_k^2 \]  

Substitute (2) into (5) and obtain:

\[ \rho_k^2 + 2R_k\rho_k + 2(x_k - x_j)^T \theta + x_k^T x_j - x_j^T x_k = 0 \]  

Where \( \theta \) and \( R_k \) are unknowns. Note that equation (6) is a series of equations related to subscript from 2 to \( M \). We can rewrite it in the form of matrix as:

\[ Au = b \]  

Where:

\[ A = \begin{bmatrix} x_2^T - x_1^T & \rho_2 \\
- x_1^T & \rho_1 \\ \vdots & \vdots \\
- x_M^T & \rho_M \end{bmatrix}, \quad b = \begin{bmatrix} \rho_2^2 + x_2^T x_1 - x_1^T x_2 \\
\vdots \\
\rho_M^2 + x_M^T x_i - x_i^T x_M \end{bmatrix}, \quad u = \begin{bmatrix} \theta \\
R_i \end{bmatrix} \]  

Notice that \( \theta \) and \( R_i \) are related to each other. Thus, a better solution requires decorrelation later, such as literature [16].

In receiver, measurements noise is inevitable. We model noisy TDOA measurements as:

\[ \hat{\rho} = \rho + n \]  

Where

\[ \hat{\rho} = [\hat{\rho}_2 \ldots \hat{\rho}_M]^T, \quad \rho = [\rho_2 \ldots \rho_M]^T \]

Normally, measurements noise \( n \) is zero mean Gaussian noise and its covariance matrix is \( Q \). Therefore, its probability density function is written as:

\[ p(n|\theta) = \frac{1}{(2\pi)^{M/2} |Q|^{1/2}} \exp\left( -\frac{1}{2}(\hat{\rho} - \rho(\theta))^T Q^{-1} [\hat{\rho} - \rho(\theta)] \right) \]  

The likelihood function of (11) is represented as:

\[ L(\rho|\theta) = \ln p(n|\theta) = -\frac{M}{2} \ln(2\pi) - \frac{1}{2} \ln |Q| - \frac{1}{2}(\hat{\rho} - \rho(\theta))^T Q^{-1} [\hat{\rho} - \rho(\theta)] \]

Omit the constant term and obtain the maximum likelihood solution to it as:

\[ \hat{\theta}_{ML} = \min_{\theta} l(\theta) \]  

Where

\[ l(\theta) = [\hat{\rho} - \rho(\theta)]^T Q^{-1} [\hat{\rho} - \rho(\theta)] \]

For the sake of solving (14), we make use of the Taylor series location method [9,15] and iterate for the final solution. But the iteration needs a good initial value to void divergence, so we apply least square method to (7) so as to get the initial guess:

\[ \hat{u}_{LS} = \left( \hat{\Lambda}^T \hat{\Lambda} \right)^{-1} \hat{\Lambda}^T \hat{b} \]

Where the first two row of \( \hat{u}_{LS} \) is the original value

\[ \hat{\theta}_{LS} = \hat{u}_{LS}(1:2) \]

After we acquire the initial value, we propose two methods for the final determination of target location.

A. Proposed Method I

Taylor expand \( \rho(\theta) \) at \( \hat{\theta}_{LS} \) and ignore terms more than second order and obtain:

\[ \rho(\theta) = \rho(\hat{\theta}_{LS}) + F(\theta - \hat{\theta}_{LS}) \]  

Where
Substituting (17) into (13), yields:

\[
\hat{\theta}_{ML} = \min_{\theta} \left[ \hat{\rho} - F(\theta - \hat{\theta}_{LS}) \right] \cdot \mathbf{Q}^{-1} \left[ \hat{\rho} - F(\theta - \hat{\theta}_{LS}) \right]
\]

(19)

Where

\[
\hat{\rho} = \hat{\rho} - \rho (\hat{\theta}_{LS})
\]

(20)

Solving (19) and obtain the closed-form solution as:

\[
\hat{\theta}_{ML} = \hat{\theta}_{LS} + \left( \mathbf{F}^T \mathbf{Q}^{-1} \mathbf{F} \right)^{-1} \mathbf{F}^T \mathbf{Q}^{-1} \hat{\rho}
\]

(21)

B. Proposed Method 2

Taylor expand likelihood function (14) at \( \theta = \hat{\theta}_{LS} \) and omit high-order terms more than third order and get:

\[
l(\theta) = l(\hat{\theta}_{LS}) + \mathbf{p}^T \mathbf{p}(\hat{\theta}_{LS}) + \frac{1}{2} \left[ \mathbf{p}^T - \mathbf{p}(\hat{\theta}_{LS}) \right] \Omega \left[ \mathbf{p} - \mathbf{p}(\hat{\theta}_{LS}) \right]
\]

(22)

Where

\[
\mathbf{p} = \frac{\partial l(\theta)}{\partial \theta} \bigg|_{\theta = \hat{\theta}_{LS}} = \mathbf{F}^T \mathbf{Q}^{-1} \left[ \hat{\rho} - \rho (\hat{\theta}_{LS}) \right]
\]

(23)

\[
\Omega = \frac{\partial^2 l(\theta)}{\partial \theta^2} \bigg|_{\theta = \hat{\theta}_{LS}} = \mathbf{J} + \mathbf{S}
\]

Where

\[
\mathbf{S} = \sum_{i=1}^{N} \sum_{j=1}^{N} \left( \phi_i \phi_j \frac{\partial^2 r_i}{\partial \theta_i \partial \theta_j} + r_i \frac{\partial r_i}{\partial \theta_j} \right)
\]

(24)

\[
\mathbf{J} = \sum_{i=1}^{N} \sum_{j=1}^{N} \left( \phi_i \phi_j \frac{\partial^2 r_i}{\partial \theta_i \partial \theta_j} + r_i \phi_i \frac{\partial^2 r_i}{\partial \theta_j \partial \theta_i} \right) = 2 \mathbf{F}^T \mathbf{Q}^{-1} \mathbf{F}
\]

(25)

\[
\frac{\partial^2 r_i}{\partial \theta_i} = \frac{x-x_i}{\sqrt{(x-x_i)^2 + (y-y_i)^2}} \frac{x-x_i}{\sqrt{(x-x_i)^2 + (y-y_i)^2}} - \frac{y-y_i}{y-y_i} \frac{y-y_i}{y-y_i}
\]

\[
\phi_i = (\mathbf{Q}^{-1})_i
\]

(26)

And:

\[
r_{\omega_{11}} = \frac{\left( y-y_i \right)^2}{\left( x-x_i \right)^2 + \left( y-y_i \right)^2} - \frac{\left( y-y_i \right)^2}{\left( x-x_i \right)^2 + \left( y-y_i \right)^2}
\]

(28)

\[
r_{\omega_{12}} = r_{\omega_{21}} = \frac{-x-x_i(y-y_i)}{\left( x-x_i \right)^2 + \left( y-y_i \right)^2} + \frac{x-x_i(y-y_i)}{\left( x-x_i \right)^2 + \left( y-y_i \right)^2}
\]

(29)

The newton iteration solution thus can be represented as:

\[
\hat{\theta}_{ML,Newton} = \hat{\theta}_{LS} - \Omega^{-1} \mathbf{p}
\]

(29)

C. Steps for Proposed Method

The main steps of our two methods are presented in the Table 1 and Table 2 below.

<table>
<thead>
<tr>
<th>TABLE I. THE CALCULATION PROCEDURE FOR PROPOSED LOCATION METHOD 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1 Acquire initial guess using (15), where ( \mathbf{A} ) and ( \mathbf{b} ) are calculated by (8)</td>
</tr>
<tr>
<td>Step 2 Obtain the maximum likelihood using (14)</td>
</tr>
<tr>
<td>Step 3 Taylor expand ( \rho(\theta) ) at ( \hat{\theta}_{LS} ) and ignore terms more than second order and obtain (17)</td>
</tr>
<tr>
<td>Step 4 Using the closed-form expression in (21) to get the final location results</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II. THE CALCULATION PROCEDURE FOR PROPOSED LOCATION METHOD 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1 Acquire initial guess using (15), where ( \mathbf{A} ) and ( \mathbf{b} ) are calculated by (8)</td>
</tr>
<tr>
<td>Step 2 Obtain the maximum likelihood using (14)</td>
</tr>
<tr>
<td>Step 3 Taylor expand likelihood function (14) at ( \theta = \hat{\theta}_{LS} ) and omit high-order terms more than third order and get (22)</td>
</tr>
<tr>
<td>Step 4 Using the closed-form expression in (29) to get the final location results</td>
</tr>
</tbody>
</table>

III. SIMULATION RESULTS

Monte Carlo simulations had been performed in this section to testify the performance of AML and our method comparing with CRLB.

A. Performance of Different TDOA Measurement Noise Variance

In this part, eight sensors are located at \( x_r(k) = R \cdot \cos(k \pi / 4), \sin(k \pi / 4) \), \( k = 1, 2, \ldots, 8 \). The radius of the circle and \( R = 3000m \). The emitter is fixed at \((1000, 500) m\). The TDOA measurement noises are zero-mean Gaussian white noise, and the variance of the noise

\[
\frac{\partial^2 r_i}{\partial \theta_i} = \frac{(Q^{-1})_i}{\sqrt{(x-x_i)^2 + (y-y_i)^2}}
\]

(27)
Table 3 and table 4 show the RMSE versus the number of sensors for different TDOA noise levels when the noise variances were identical. As can be seen from tables, our proposed method slightly outperformed AML method, and is also able to attain to CRLB.

C. Performance of Different Algorithm for Near Field Situation (Target-receiver Distance Being Not Too Far).

The coordinates of the ten measuring sensors are \([-42, -12], [-26, 30], [-8, 40], [16, 18], [36, 6], [24, -36], [-12, 24], [-20, 0], [15, -15], [-30, -40]m\) and the emitter is fixe at \([0, 0]m\). And the noise variance ranges from -10dB to 14dB so as to draw fig.
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