Combined Optimization and Modified Performance Metrics for Automated Model and Parameter Selection in Telecom Customer Churn Prediction
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Abstract— In this paper, we consider the construction of an optimization algorithm designed to identify, in automatic way, the optimal parameters and algorithms for binary classification in the task of customer churn prediction in telecommunication. The currently supported methods for classification include Decision Trees, k-Nearest Neighbors, Support Vector Machines, and Back-Propagation Artificial Neural Networks. It is shown that in certain cases the standard textbook metrics of classification model quality (e.g. accuracy, precision, recall, and AUC) are not descriptive enough. Thus, we evaluate the algorithms using the modified recall metrics: Weighted Recall metric, and Weighted Recall and Run-Time metric. These metrics are appropriate for use in automatic mode without continuous expert supervision. We use genetic algorithms as optimization algorithms. To improve standard implementations, we introduce a combined optimization approach based on D.H. de Vries model of disaster evolution and the island model.
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I. INTRODUCTION

Data mining methods have been extensively applied in science, engineering, and business. While binary (two-class) classification problem is quite well studied, challenges remain. No-free-lunch (NFL) theorems have shown that learning algorithms cannot be universally good. One of the challenges is a fast and efficient automatic classification that is robust to changes in data structure as well as to missing values, duplicates, and outliers. One approach to tackle these issues is an optimization algorithm that automatically determines optimal algorithms and parameters as well as data preprocessing techniques for maximum model accuracy.

Each classification task is quite unique. In this paper, we focus on the problem of customer churn prediction in telecommunication. When assessing mobile subscriber behavior, we often deal with class imbalance problem as normal churn rate in teleco rarely exceeds 3-5 per cent. Besides, the costs of a type 2 error are dramatically higher than the costs of a type 1 error. [1, 2]

II. PREVIOUS RESEARCH AND PROBLEM STATEMENT

The demand for combined optimization algorithm stems from the following reasons: (i) periodic changes in the structure of analyzed data, (ii) a need for incorporating new algorithms, (iii) an impossibility to build a universal classifier due to NFL-theorem, and (iv) a growing need for automated binary classification.

AUC are among other basic performance measures used for classification model evaluation. Searching for optimal parameters of a classification model requires manual analysis of all standard metrics. Besides, we need to continuously handle class imbalance, to consider the costs of errors and the running time of algorithms.
III. INTRODUCING MODIFIED METRICS OF CLASSIFICATION MODEL QUALITY

In this paper, we present modified recall metrics: Weighted Recall metric, and Weighted Recall and Run-Time metric.

Weighted Recall (WR) metric captures the number of False Positives (FP) as well as the ratio of positive to negative training examples. The metric is calculated according to the formula:

\[ \mu' = \mu - \left( \frac{FP}{FP + TP} \right)^{10^{2}} \]

where \( FP \) is the number of False Positives, \( TN \) is the number of True Negatives.

Weighted Recall and Algorithm Runtime (WRAR) metric additionally considers the runtime of binary classification algorithm (Fig. 2). The metric is calculated according to the formula:

\[ \omega' = \exp \left( \frac{\mu' - \mu_{0}}{\max(t, t_{m})} + \mu_{0} - \left( \frac{t}{t_{0}} \right)^{2} \right) \]

where \( t \) is a running time of an algorithm (in seconds), \( \mu_{0} \) is a cutoff value of recall (generally accepted at level 0.8), \( t_{0} \) is a maximum allowed running time (accepted at level 100), \( t_{m} \) is an adjustment to minimum running time (accepted at level 1).

We evaluated classification methods based on the values of standard recall and modified metrics (Table 1). One can see that the greatest differences in the values of standard recall and modified metrics are observed in cases of kNN classification (1NN is unstable under certain scenarios, e.g. noise in the input data) and polynomial kernel SVM when \( \gamma = 0 \) (making it a constant). Here, the introduced metrics are more informative in comparison to standard recall.

Data preprocessing included dummy encoding, feature selection using Add-Del algorithm, and data shuffling. The obtained results are presented in Table 2.

IV. AUTOMATIC PARAMETER SELECTION USING GA

Optimal parameter selection based on theoretical and empirical knowledge as well as depth-limited exhaustive search has certain drawbacks: a) it’s time- and resource-consuming, b) it requires constant expert supervision to interpret interim results, and c) there’s a considerable risk of premature convergence on a local extremum. To overcome these limitations, we propose an automated approach
to parameter selection using GA. One of its main advantages is there are no substantial mathematical requirements to the type of objective function [9-12].

To assess GA algorithms on the development stage, we used benchmark functions, i.e. sphere, Rastrigin, Rosenbrock, and Ackley [13-15]. The main advantage of these functions is their fast performance. Ackley function is specifically appropriate to assess basic trends during GA modification.

The number of independent variables in a benchmark function was equal to the number of classification model parameters being optimized (Fig. 3).

We analyzed optimization efficiency of modified genetic algorithms from simple to complex. Initially, we considered a Standard GA [16, 17]. We used the following selection operators: (i) tournament selection, (ii) simple two-point cross with probability 0.75, and (iii) Gaussian mutation with probability 0.8. Standard GA was not effective in finding global extrema of Rastrigin and Rosenbrock functions.

Further, we modified Standard GA based on the exploration and exploitation strategy:

- Exploration is based on the mutation operator and allows finding previously unknown search space (avoiding local extrema).
- Exploitation is based on crossover operator and allows improving initial results (reaching optima with a high accuracy) [18, 19].

Hence, we modified Standard GA in the way that probabilities of crossover and mutation change after the one half of desired generations. The modified algorithm proceeds from high probability of mutation in the beginning to high and modified metrics are observed in cases of kNN probability of crossover in the end. This algorithm has shown effectiveness for all the functions but Rosenbrock.

Furthermore, we suggested another approach to Standard GA modification based on the shift of the dominant genetic operator depending on a fitness function. This algorithm has reached a global extremum of Rosenbrock function in 6.9 per cent of tests. We did not aim at to build a universal optimization algorithm that effectively optimizes all the test functions. We concluded, this algorithm was not good enough for our classification problem. [16, 20].

The main problem with the preceding algorithms is that as a result of the evolution the species are starting to look the same. Consequently, the algorithms prematurely converge to a local minimum. To tackle this problem, we turned to D.H. de Vries model of disaster evolution and the island model.

Genotypic catastrophism, a modified model of disaster evolution, relies on k-means++ method suggested by D. Arthur and S. Vassilvitski [21] to cluster species into several clusters. We determined an optimal ratio of the clusters to the species in the population at 1/4-1/5 that corresponds to the minimum average complexity of the algorithm. This algorithm performs better than phenotypic catastrophism but is not that effective in comparison to non-GA approaches.

Another approach to prevent premature convergence is to divide species into several separate parts, i.e. islands. In its standard implementation, an island algorithm does not show high capability for optimization in the task of binary classification.

Further, we suggested the following modification of the island algorithm. For each island, the probabilities for mutation and crossover are given as a set of random values. In this way, each island has a specialization within the exploration-exploitation strategy. It was proved through experiment, that higher frequency of migrations between islands leads to higher average complexity of the algorithm (under reduced diversity of species, the island model degenerates into a Standard GA).

### Table I. Evaluation of Classification Methods Based on the Standard Recall and Modified Metric

<table>
<thead>
<tr>
<th>Method</th>
<th>C4.5 Decision Tree</th>
<th>kNN</th>
<th>Support Vector Machine</th>
<th>ANN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
<td>No maximum depth or pruning</td>
<td>Manhattan distance</td>
<td>Polynomial kernel, $p = 3$, $C = 10^3$, $\gamma = 0$</td>
<td>25 and 15 neurons in hidden layers, $\alpha = 0.8$</td>
</tr>
<tr>
<td>Features</td>
<td>$\mu$</td>
<td>$\mu'$</td>
<td>$\omega'$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>70.77%</td>
<td>55.29%</td>
<td>2.12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>45.29%</td>
<td>28.98%</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td></td>
<td>39.90%</td>
<td>31.79%</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td></td>
<td>85.09%</td>
<td>19.94%</td>
<td>1.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>72.69%</td>
<td>63.85%</td>
<td>4.26</td>
<td></td>
</tr>
</tbody>
</table>

### Table II. Weighted Recall Metric for Classifiers Using Initial Sampling and Modified Sampling Using Add-Del Algorithm

<table>
<thead>
<tr>
<th>Sampling</th>
<th>Method C4.5 Decision Tree</th>
<th>kNN: $k = 3$</th>
<th>SVM-RBF: $C = 55$, $\gamma = 150$</th>
<th>ANN: $\alpha = 0.8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>55.29%</td>
<td>31.79%</td>
<td>46.05%</td>
<td>63.85%</td>
</tr>
<tr>
<td>Modified using Add-Del</td>
<td>58.68%</td>
<td>38.17%</td>
<td>41.48%</td>
<td>68.72%</td>
</tr>
</tbody>
</table>
Modified algorithm (73.4%) outperformed both the basic island algorithm (61.21%) and the best of non-GA approaches (68.72%). To study an effect of changes in the structure if classified data, we finally considered the combination of island and catastrophic models.

The integration of these two approaches can be interpreted as non-equiborable occurrence of disasters (i.e. removal of some species) in the separate parts (islands) of the discontinuous habitat. This approach minimizes the impact of the death of most species that could be the predecessors of the solutions close to optimal. During the experiment, we determined an optimal ratio of disasters to the islands at 1/10.

In the binary classification task, we used a combined algorithm with the value of minimum frequency of disasters set to 60 and the number of disasters in the generation set to 10. By applying the combined optimization algorithm, we obtained an optimal selection of parameters for binary classification leading to the most efficient churn prediction.

The set of parameters is as follows:

- **Data preprocessing**: ANN classifier, min-max normalization, data shuffling in a training set, ninefold cross-validation.
- **Feature selection for churn prediction**: «The total number of voice messages», «The total amount of calling time in the afternoon», «The total number of calls to customer services», «International calling plan», «Calling rates in the evening », etc.
- **Parameters for the classification algorithm**: 27 and 19 neurons in the first and second hidden layers, momentum of 0.73, learning rate of 0.0018, and hyperbolic tangent as an activation function.

We developed a combined genetic algorithm incorporating catastrophic and island models. This algorithm allows building classifiers in order to solve, more efficiently, the churn problem compared to traditional methods of data analysis.

In the process of development, we used IPython Notebook as IDE, Python 2.7 as a programming language, Scikit Learn as a library for machine learning and DEAP as a library for evolutionary computation.
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