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ABSTRACT

Objective: a comparative study for effect of intelligence, stress and emotion on student learning in area department of students Sari Mulia School of Health Sciences.
Technology or Method: This research uses the Experimental method, analyzed data by grouping the existing data based on emotional intelligence, stress level and achievement index as student learning, data analysis using classification and clustering model.
Result: the result of research in this study is a comparative study k-means cluster and nearest neighbor algorithm to produce 3 groups of students based on emotional intelligence, stress level and achievement index.
Conclusion: From the comparison result in this research is to know whether student learning data can be used classification and clustering model, comparative study k-means cluster and nearest neighbor algorithm. The best algorithm can use k-means cluster.
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I. INTRODUCTION

Education is expected to produce quality human beings, responsible and able to progress in the future. In the process of education there is not only on the provision of more adequate infrastructure facilities or improving the quality of educators [1]. Education is a fundamental to improve the quality of human resources. Factors possessed by a person in undergoing the educational process have a considerable influence as in the learning achievement process [2], where the emotional intelligence factor and stress level of a person can also affect the achievement of student achievement.

Emotional intelligence is the ability to connect with others [3]. Low emotional intelligence and stress can make students reluctant to learn, decreasing quality and academic achievement [1]. In the opinion of Philip L. Rice says that stress is an event or environmental stimulus that causes the individual to feel tense [4]. The level of stress also has many influences from the environment in which one learns and the environment outside the lesson. From a person's stress level is also known whether or not someone can control emotions.

Analysis of data for research on emotional intelligence, stress and performance index can be found in every part of the
student. But it needs a process to get useful information according to a specific purpose. This process can use data mining [5]. The goal is to know the pattern of universal patterns of existing data. Emotional intelligence and stress to this learning achievement will be analyzed and grouped so as to form groups that have a hidden similarity of data that has been analyzed. The most popular method of data mining grouping that can be used is classification and clustering [6].

Marleny's research used student data to make 3 group clusters using k-means method. From the results of research on sample data obtained 3 groups of students based on emotional intelligence, level of stress and index achievement, from the results of these studies k-means can be applied to analyze the data [7].

This research will discuss how to make the classification model with classification and clustering algorithm. Model analyze data influence of emotional intelligence and stress to student achievement toward student of Sari Mulia School of Health Sciences.

By forming multiple clusters using k-means algorithm can also know the distance between the central clusters on the data to be analyzed. These results form the basis for classifying new data which then appears to be known to the group.

This research uses experimental method which has several stages: (1) data collection method, (2) initial data processing method, then (3) proposed model, (4) test result and evaluation.

II. RESEARCH METHOD

Data

The data obtained in this study is data on students Sari Mulia School of Health Sciences Banjarmasin, with a random sample. This data is then processed in the form of column numbers that is data about the level of stress that has three levels with high, medium and low values. Data on emotional intelligence divided into moderate, high and very high values and learning achievement data or Achievement Index.

The data will be formed into several columns of numbers that are columns consisting of statements tailored to the questionnaire around emotional intelligence and stress levels.

PROPOSED MODEL

Nearest Neighbour

Nearest Neighbor does not explicitly compute decision boundaries itly compute decision boundaries. However, the boundaries form a subset of the Voronoi diagram of the training data[8]. Each line of the segment is equidistant between two points of opposite class[9]. The more examples that class. The more examples that are stored, the more complex the are
stored, the more complex the decision boundaries can become.

Classify a new example Classify a new example $x$ by finding the training $(x_1, y_1)$ that is nearest to that is nearest to $x$ according to Euclidean distance[10]:

$$x - x_i = \sqrt{\sum_j (x_j - x_{ij})^2}$$

guess the class guess the class $\hat{y} = y_1$

**K-Means Cluster**

The proposed model is k-means cluster. In the application of k-means algorithm there are several steps are as follows [8][9]:

1. **Function direct k-means( )**
2. **Initialize k prototypes $(w_1, ..., w_k)$ Such that**
   $$w_j = i_1, j \in \{1, ..., k\}, I \in \{1, ..., n\}$$
3. Each cluster $C_j$ is associated with prototype $w_j$
4. **Repeat**
5. **for each input vector $i_1, where I \in \{1, ..., n\}$,**
   **do**
   **Assign $i_1$ to the cluster $C_j$, with nearest**
   **prototype $w_j$,**
   **(ie., $|i_j - w_j| \leq |i_j - w_j|, I \in \{1, ..., k\}$)**
   **for each cluster $j \in \{1, ..., k\}$, do Update the**
   **prototype $w_j$ to be the centroid of all**
   **samples**
   **currently in $C_j$, so that $w_j = \sum_{i_1 \in C_j} i_1 / C_j$**
6. Compute the error function:
   $$E = \sum_{j=1}^{k} \sum_{i_1 \in C_j} | i_1 - w_j |^2$$
7. Until $E$ does not change significantly or cluster membership no longer changes

There are several distance measurement methods that can be used:

1. Euclidean distance
2. Manhattan distance
3. The Minkowski [10].

**III. RESULT**

Analyzed data by grouping existing data based on emotional intelligence, stress level and achievement index as student learning, data analysis using classification and clustering model. Here are some tables describing the results of grouping based on k-means method;

**Table 1. Initial Cluster Centers**

<table>
<thead>
<tr>
<th></th>
<th>Initial</th>
<th>Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intelligent</td>
<td>3.00</td>
<td>5.00</td>
</tr>
<tr>
<td>Stress</td>
<td>1.00</td>
<td>3.00</td>
</tr>
<tr>
<td>Grade</td>
<td>3.53</td>
<td>3.25</td>
</tr>
</tbody>
</table>

The result was shown in table 2. The cluster was divided into 2, which means that the data will be split into three groups, with the initial value being the data center. Other data will be defined as group members, if the data has the closest distance to the center of the group. In the interaction step there is an update of group centers, until the center of the cluster is stable. Members who have the greatest affinity at a particular center point will be recorded as members of the cluster.
Tabel 2. Iteration History\textsuperscript{a}

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Change in Cluster Centers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.274 .835</td>
</tr>
<tr>
<td>2</td>
<td>.025 .046</td>
</tr>
<tr>
<td>3</td>
<td>.000 .003</td>
</tr>
<tr>
<td>4</td>
<td>9.605E-006 .000</td>
</tr>
<tr>
<td>5</td>
<td>1.883E-007 7.955E-006</td>
</tr>
<tr>
<td>6</td>
<td>3.693E-009 4.419E-007</td>
</tr>
<tr>
<td>7</td>
<td>7.241E-011 2.455E-008</td>
</tr>
<tr>
<td>8</td>
<td>1.420E-012 1.364E-009</td>
</tr>
<tr>
<td>9</td>
<td>2.763E-014 7.578E-011</td>
</tr>
<tr>
<td>10</td>
<td>1.018E-015 4.211E-012</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Iterations stopped because the maximum number of iterations was performed. Iterations failed to converge. The maximum absolute coordinate change for any center is 4.202E-012. The current iteration is 10. The minimum distance between initial centers is 2.842.

For three valid variables, we use these variables with the ANOVA method. Table 2 shows the results that the three variables present show significant differences.

Tabel 3. ANOVA

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Error</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>df</td>
<td>Mean</td>
</tr>
<tr>
<td></td>
<td>Square</td>
<td></td>
<td>Square</td>
</tr>
<tr>
<td>intelligent</td>
<td>.004</td>
<td>1</td>
<td>.127</td>
</tr>
<tr>
<td>stress</td>
<td>22.780</td>
<td>1</td>
<td>.173</td>
</tr>
<tr>
<td>grade</td>
<td>.003</td>
<td>1</td>
<td>.011</td>
</tr>
</tbody>
</table>

The F tests should be used only for descriptive purposes because the clusters have been chosen to maximize the differences among cases in different clusters. The observed significance levels are not corrected for this and thus cannot be interpreted as tests of the hypothesis that the cluster means are equal.

Nearest neighbor uses the principle that data having the same characteristics will have 'nearest' in the vector space. New unknown class data can be predicted how to observe the nearest data class. The distance formula can be used to calculate the proximity of the data. This study used Euclidean distance calculation. Fig.1 show result nearest data class.

![Fig.1 Predictor space NN](image)

Fig.1 Predictor space NN

Details of the classification results and the parameters used are shown on Fig 2 describes the focal record of the result.

![Fig.2 focal record intelligence](image)

Fig.2 focal record intelligence
IV. EXPLANATION

In an exhaustive experimental results using the k-means and nearest neighbors method has been formed into several columns of numbers and columns consisting of statements that are adapted to questionnaires about emotional intelligence and the stress level has been adjusted. The Performance Index was used to assess how many times the best result was better than each of the others. The exhaustive results will be the basis of comparison for the heuristic ones. Future work also includes testing different distribution and size of test samples, as well as allowing different distance measures for each space in K-means and NN parameterizations.

V. CONCLUSION

Classification techniques are used to find models for particular interests. While clustering is a data mining technique to group data based on similarities. The k-means and nearest neighbor approach can be implemented in this research. This method analyzes data that have a high similarity to compare with each other. In this case the data analyzed using k-means method is the data of emotional intelligence, stress level and achievement index student achievement. The data is grouped and it is known there are three groups; this research analyzes data influence student achievement to the level of stress and emotional intelligence.

The result of this comparison is the use of mileseas better than nearest neighbor algorithm. Because the data can be more easily be accepted for the analysis using k-means algorithm.
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