Integrating Replenishment Policy with GSAA-FCM Based Multi-Criteria Inventory Classification
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Abstract

It is neither practical nor economic to assign a specific inventory policy for each item if there are thousands of items in one firm. This paper seeks to solve the stock problem from an integrated perspective by taking into account of both classification of items and replenishment policies for each group. The items are first classified into different groups with respect to the similarity of predefined criteria. The fuzzy clustering-means algorithm (FCM) could help conduct the multi-criteria inventory classification, which considers annual dollar usage, lead time and criticality. Genetic algorithm and simulated annealing algorithm (GSAA) are introduced to eliminate the drawbacks (initial value sensitivity and local optimal convergence) of FCM. A modified FCM algorithm, the GSAA-FCM algorithm, is therefore proposed for classification. Based on the classification, each group is then assigned an appropriate replenishment policy through optimizing both joint replenishment period and the total costs. To demonstrate the usefulness and effectiveness of our method, an illustrative example is provided with a real dataset compared to other 9 methods in previous literature.
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1. Introduction

Firms with a large number of items have been confused by how to conduct inventory strategies effectively and economically. The most comprehensively adopted inventory classification strategy is the traditional ABC method. Since this method only focuses on the monetary factor, many researchers doubt the reasonability of this rule. They claim that other factors, including such as lead time, criticality and commonality, should be incorporated in making classification decisions (see Refs. 1-11). Therefore, multi-criteria should be used instead of single criterion to classify inventory.

A number of different evaluation methods and models have been proposed to address multiple criteria inventory classification. An analytic hierarchy process (AHP) was introduced by Ref. 2 to categorize multiple items into different groups. Each item would get a score synthesized from the weighted criteria. Though AHP could cope with both quantitative and qualitative problems, it has always been blamed for subjective influence on pairwise comparison criteria, rating level and corresponding weight, and sorting decisions. Ref. 3 copes with the uncertainty of decision makers’ preference by integrating AHP with fuzzy theory. Ref. 4 also uses a fuzzy AHP to determine weights of criteria.
Ref. 5 develops a weighted linear optimization model, and Ref. 6 extends Ref. 5 by eliminating the opportunity for items to choose their most favorable criteria weights. Moreover, Ref. 7 points out Ref. 5 is not fit to cope with large scale problem, and overcomes this problem with a simple nonlinear programming, which is extended by Ref. 8. Ref. 9 deals with the possible self-estimation problem in Refs. 5 and 6 through peer estimation. While Ref. 10 provides less subjective classification by integrating AHP with the K-means algorithm and the AHP-K-Veto method, which allow decision makers to make judgement if necessary. In addition to AHP, fuzzy theories are utilized more and more in multiple criteria inventory classification area (see Refs. 3-4, 10-12. Different from the above mentioned literature, Ref. 13 argues that classification should be done according to the characteristic of target industry and thus reference items are assigned to each group before classification.

Recently, artificial intelligence techniques have been employed to classify items. For example, Ref. 14 uses the simulated annealing algorithm (SA) to divide items into different group efficiently. Ref. 15 applies artificial neural networks (ANN) into ABC classification and finds that ANN performs better than multiple discriminated analysis in accuracy of prediction. The new approach provided by Ref. 16 is based on learning a weight vector by genetic algorithms (GA), while Ref. 17 applies particle swarm optimization (PSO) to solve inventory classification problem with either single objective or multi-objective. In this paper we will combine the artificial intelligence algorithms with fuzzy clustering theories to solve the multi-criteria inventory classification problem.

A very interesting phenomenon is observed through literature review and firm surveys. On the one hand, the classification theories and methods are well developed and classification is still a hot research topic. On the other hand, firms still utilize the traditional ABC classification for the management of multiple items. It is strange to find out that the well-developed theories are rarely adopted by firms. Classification is considered as a tool, which should serve to design more effective stock strategies. Based on the above mentioned backgrounds, this paper seeks to integrate both inventory classification and replenishment policy. As shown in Fig 1, we will first classify the large number of items (represented by small circles) into different groups (A, B, C) according to multiple criteria and then design corresponding replenishment policies ($R_A$, $R_B$, $R_C$) for each group.
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**Fig. 1.** The main tasks of this paper.

From firm surveys, the critical hinder preventing firms adopting the newly developed classification methods is that these methods are too complex to understand or implement. Our research thus is conducted based on the principle of easy-to-understand and simple-to-implement. In inventory classification, we choose the FCM method. However, this algorithm may converge to local optimal solution and the solution is initial value sensitive. To overcome this shortage, the GSAA-FCM method is proposed to guarantee the global optimal solution fast and effectively. All the algorithms in use are well-developed and thus firms can easily find optimization tools and software to help solve their problems. Regarding the replenishment strategy, we choose the periodic review, which is easy to conduct compared with continuous review. The optimal review period is calculated based on the classification results.

The contributions of this research lie in the follows. Firstly, this paper concurrently deals with both classification problem and replenishment strategies. Secondly, in the multi-criteria inventory classification, we integrate intelligence algorithms with the fuzzy clustering-means algorithm to get a mixed GSAA-FCM algorithm. This mixed algorithm is easy to understand and implement and could converge to the global optimal solution at a high convergence speed. Thirdly, joint-replenishment policy is applied to the items among the same group. The optimal replenishment period and the total inventory costs for each group are derived according to the classification results. Finally, the comparison with other 9 methods with the same dataset verifies the validation of our methods. Our research sheds light on how data science and computational
intelligence can be used to serve the operations and management activities of firms.

In the remainder of the paper, Section 2 illustrates the algorithms for multi-criteria inventory classification. Joint replenishment policy is provided in Section 3. We verify the validation of the proposed model in Section 4. Section 5 concludes the paper.

2. Inventory Classification

We consider a firm that owns a large number of items, and these items are different in annual usage, annual dollar usage, critical ration and lead time etc. To simplify the inventory management process, the firm should classify these items into different groups, and implement the same management policy to the items among the same group. The traditional ABC inventory classification will divide these items into three categories, A (which accounts to about 70% of the firm’s capital), B (which makes about 20% of the firm’s capital), and C (which takes about 10% of the firm’s capital), according to a single criterion, the annual dollar usage. However, many scholars doubt the reasonability of this classification method as they argue that multiple criteria should be taken into consideration to classify the items with the most similarity into the same group (see Refs. 1-2, 6-7, 13. In our study, we integrate intelligence algorithms with the fuzzy clustering -means to solve the multi-criteria inventory classification problem.

2.1. FCM

FCM is one of the most widely used classification methods in various areas, such as computer science, large-scale data analysis, data mining, vector quantization, pattern recognition, etc (see Refs. 18-20).

Here, it is assumed that there exists a sample of \( n \) items, each of which has \( m \) characteristics/criteria. \( X = \{ x_{ij} \}, i = 1, 2, \ldots, n, j = 1, 2, \ldots, m \), represents the value of the \( j \)-th criterion of the \( i \)-th item. We will assign these items into \( c \) groups/clustering centers, \( V = \{ v_t \}, t = 1, 2, \ldots, c \), according to the \( m \) criteria. Each group contains the items with similar characteristics. The cluster results will be given by the membership matrix \( U = [\mu_{it}] \), which represents the membership score of item \( i \) to group \( t \). The algorithm starts with a randomly selected initial cluster centers. Then \( \mu_{it} \) can be calculated. The cluster centers and the membership degrees would get updated iteratively through the minimization of the target function \( J_c \). This iteration procedure will stop until the position of one cluster center stops changing or the difference of target function values between two iterations is within a small enough threshold. All the above mentioned equations and parameters are listed as follows:

The objective function of FCM is given as

\[
J_c = \sum_{i=1}^{n} \sum_{t=1}^{c} \mu_{it}^b \ d_{it}^2 ,
\]

where \( d_{it} \) is the Euclidean distance, which represents the distance between item \( i \) and clustering center \( t \),

\[
d_{it} = ||x_i - v_t|| = \sqrt{\sum_{j=1}^{m} (x_{ij} - v_{ij})^2} .
\]

The membership degree is given as

\[
\mu_{it} = 1 / \left( \sum_{r=1}^{c} (d_{ir} / d_{it})^{2/b} \right) ,
\]

Subject to

\[
0 < \sum_{t=1}^{c} \mu_{it} < n ,
\]

\[
\sum_{t=1}^{c} \mu_{it} = 1 .
\]

Here \( b(1 \leq b \leq \infty) \) is the fuzzifier, which represents the weighting exponent or fuzziness parameter, it is common to set \( b = 2 \) (see Refs. 18 and 21).

In particular, Eq (4) guarantees that every group is not null. Eq (5) means that summation of a given item’s membership to all groups should equal to 1. The item will finally be assigned to the group with the highest membership value.

The cluster centers are given by
\[ v_i = \sum_{j=1}^{k} \mu_{j}^{0} x_j / \sum_{j=1}^{k} \mu_{j}^{0} . \]  

Although FCM is comprehensively adopted, it has drawbacks: the results of FCM are initial value sensitive. In addition, this algorithm is essentially a local searching optimization algorithm as it may end up with local optimal convergence by using hill-climbing algorithm. To solve these problems, we integrate the genetic simulated annealing algorithm with FCM to conduct the classification.

2.2. GSAA-FCM

The genetic algorithm (GA) searches for the optimal solution through the evolution process (see Refs. 22-23). This algorithm starts with an initial population composed by individuals (feasible solutions). It handles multiple individuals in the population simultaneously, which reduces the risk of trapping into the local optimal solution. The fitter individuals are then selected through crossover and mutation to form a new generation/population. Here fitness function \( f_i \) is used to evaluate the fitness of individual. As FCM algorithm aims to find a solution to minimize Eq. (1), Eq. (1) will be the target of \( f_i \), thus a smaller \( J_i \) implies a higher fitness.

Simulated annealing algorithm (SA) is inspired by the metal annealing process (see Ref. 24). With the decline of virtual temperature, SA does not only accept the good solutions during the research process, but also accepts the inferior solutions at a certain probability. In this way, SA can jump from the trap of local optimal solution.

When incorporated with GA, SA could effectively alleviate the selection pressure of GA, and accept the new individuals from genetic operations at a probability. This would not only enhance the global convergence ability of the algorithm but also inhibit the evolution stagnation phenomenon in the late process of GA, which in turn speeds up the convergence rate. At the same time, when incorporated with SA, GA conducts the multiple searches among the solution space simultaneously, which accelerates the search speed and improves the local convergence ability of SA. In sum, the hybrid GSAA makes full use of the rapid global search ability of GA and the local search ability of SA. When integrated with FCM, the new GASS-FCM algorithm would converge fast to the global optimal solution.

![Fig. 2. The workflow of GSAA-FCM.](image)

The workflow of GSAA-FCM is illustrated in Fig 2, and the algorithm follows the following steps:

**Step 1.** Predetermine the population size \( \text{sizepop} \), the number of generations \( \text{MAXGEN} \) (the stopping criterion), the crossover probability \( p_c \), the mutation probability \( p_m \), the initial annealing temperature \( T_0 \), the cooling coefficient \( k \), and the terminating temperature \( T_{\text{end}} \).

**Step 2.** Initialize the cluster centers \( V \), and generate the initial population \( \text{Chrom} \), where each individual is
represented by a chromosome. Calculate the membership degree according to Eq. (3) and derive the fitness value for each individual, $f_i$, where $i = 1, 2, ..., sizepop$.

**Step 3.** Set the loop variable of generation $gen = 0$.

**Step 4.** Operate the selection process, crossover process and mutation process for Chrom, and calculate the cluster centers and the membership degree on the new individuals, as well as the fitness values $f'_i$. If $f'_i > f_i$, then substitute new individual for old individual; otherwise, substitute the new individual for old individual at a probability of $p = \exp\left(\frac{f'_i - f_i}{T}\right)$.

**Step 5.** If $gen < MAXGEN$, then $gen = gen + 1$, and go back to Step 4, otherwise, go to Step 6.

**Step 6.** If $T_i < T_{red}$, the algorithm ends with the global optimal solution; otherwise, set $T_{red} = kT_i$, and go back to Step 3.

3. **Replenishment Policy**

If firms are in charge of a large number of items, they want to find an efficient method to manage these items. Generally, there are two types of replenishment policy, one is continuous review, and the other is periodic review. It is costly and unpractical to monitor the stock condition of each item continuously if the firm keeps thousands of items. In this regard, we try to explore a simpler and easier to conduct method, periodic review. By which, the items in the same group will be reviewed and replenished in the same interval. Thus, firms have to decide the joint replenishment period for each group in order to minimize the inventory costs.

The GSAA-FCM would give the classification results of items. We use the binary variable $x_i$ to indicate whether item $i$ belongs to group $t$. If $x_i = 1$, it means $i$ belongs to group $t$, and $i$ does not belong to group $t$ if $x_i = 0$. It is a common practice in inventory management to consider only the setup cost and the holding cost (see Refs. 14 and 26). Thus we will derive the replenishment period for each group by minimizing the sum of setup costs and holding costs. The annual cost for items in group $t$ is given as

$$
\min \sum_{i=1}^{n} \left( \frac{s_i}{R_i} + \frac{D_i h_i R_i}{2} \right) x_i.
$$

Here, for item $i$, $s_i$ is the unit setup cost, $D_i$ is the demand rate, $h_i$ is the holding cost per unit per time, while $R_i$ is the replenishment period for items in group $t$. The first part in the brackets in Eq. (7) is the setup cost for item $i$, and the second part is the holding cost for item $i$.

The optimal solution is

$$
R_i^* = \sqrt{\frac{2\sum_{i=1}^{n} x_i s_i}{\sum_{i=1}^{n} D_i h_i x_i}}.
$$

The total annual costs for all the items is given by

$$
\sum_{i=1}^{n} \left( \frac{s_i}{R_i^*} + \frac{D_i h_i R_i^*}{2} \right) x_i.
$$

4. **The Application of Proposed Methods**

Inventory classification is critical to simplify the stock management and reduce costs. Nevertheless, few illustrates in detail how their methods achieve this goal. In this section, we will show how our new method outperforms the existing methods in cost-saving validity.

4.1. **Data resource and cost parameter assumptions**

For comparison convenience, we apply our method to the dataset provided by Ref. 27, for the same dataset has been used by 9 existing methods proposed by Refs. 2, 5-10 and 14. There are 47 items in this dataset, we use annual dollar usage, lead time, and the critical factor as the criteria to distribute the items into three groups through GSAA-FCM, and then calculate the replenishment period as well as the total costs by Eqs. (8) and (9). We also calculate the total costs under periodic review policy for the given classification solutions by the other 9 methods.

Dividing the annual dollar usage by the average unit cost, we get the demand rate $D_i$. It is commonly assumed that holding cost is about 20% of the item’s average unit cost (see Ref. 26), and the setup cost is positive related to the lead time (see Ref. 14). In this way, we set $s_i$ as the coefficient of setup cost and $h_i$ as the coefficient of holding cost for item $i$. In this way, the setup cost (holding cost) is the product of the coefficient and the lead time (the average unit cost).
Generally speaking, replenishment policy is a tradeoff between holding cost and setup cost ($h_i$ vs $s_j$): When the holding cost is higher than the setup cost, it will be optimal to shorten the replenishment period in order to reduce holding cost. Oppositely, if holding cost is relatively lower than setup cost, it will be reasonable to extend the replenishment period in order to reduce replenishment times and setup cost. To guarantee the robustness of the numerical results, we vary $s_j$ to get different costs structures.

4.2. Comparison of our method with existing methods

We summarize the classification solutions of our new method and the other existing 9 methods in Table 1. It shows that (1) the group has the least replenishment period is labeled as Class A in our model; (2) the group with the largest replenishment period is labeled as Class C while the third group is labeled as Class B. For space limitation, we put Table 1 in Appendix A.

Table 1 shows that only 8 of the 47 items have the common classification by these 10 methods. This implies that these 10 methods distinguish from one another someway. Particularly, we notice the classification results of Ref. 5 and our new model show less similarity with the solutions of other methods. Whereas, we also observe there are some similarity in classification among different methods. For instance, there are 43 items have the same group-attribute by the two method proposed by Ref. 10. 45 among the total 47 items are attributed to the same class by Ref. 7 and Ref. 8, and 42 among 47 items are assigned to the same group by Refs. 6 and 8; 40 items are identically attributed by Refs. 7 and 9, in sum, Refs. 6-9 show obvious similarity in classification.

We vary $s_j$ from 0.05 to 0.2, and then to 0.5, while keep $h_i$ fixed at 0.2, to see the total costs under different methods. As can be seen from Table 1, our method dominates all the other methods and leads to the smallest total annual cost. This conclusion verifies the efficiency of our method. Our method could lead to the lowest total cost under different costs structures. This implies that our method is applicable in real cases.

5. Conclusion and Discussion

In order to manage a large number of items in stock, we study classification problem from an integrated perspective by combining inventory classification with stock policy. In this paper, FCM is combined with artificial intelligence algorithms (GA and SA). These three algorithms could mutually complement each other and turn into an efficient GSAA-FCM algorithm, which converges fast to globally optimal solution. Compared with other 9 existing classification solutions, our solution leads to the lowest inventory costs. This implies that our study is with vital application value. In addition, our study also reveals that handling complex data with well-designed intelligent algorithm will benefit firms.
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Appendix A.

Table 1. Comparison of the classification by different methods and our new model.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>A</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>C</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>3</td>
<td>A</td>
<td>C</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>B</td>
<td>A</td>
</tr>
<tr>
<td>4</td>
<td>C</td>
<td>A</td>
<td>A</td>
<td>C</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>C</td>
<td>B</td>
<td>A</td>
</tr>
<tr>
<td>5</td>
<td>B</td>
<td>C</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>6</td>
<td>C</td>
<td>C</td>
<td>A</td>
<td>C</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>7</td>
<td>C</td>
<td>C</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>8</td>
<td>C</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>A</td>
<td>C</td>
<td>C</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>9</td>
<td>A</td>
<td>C</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>10</td>
<td>B</td>
<td>C</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>11</td>
<td>B</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>12</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
</tr>
</tbody>
</table>
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Table 1. Comparison of the classification by different methods and our new model.  (Cont’d)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>A</td>
<td>C</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>14</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>15</td>
<td>A</td>
<td>A</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>16</td>
<td>C</td>
<td>A</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>17</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>18</td>
<td>A</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>19</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>20</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>21</td>
<td>A</td>
<td>B</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>22</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>23</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>A</td>
<td>A</td>
<td>C</td>
<td>B</td>
</tr>
<tr>
<td>24</td>
<td>A</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>25</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>26</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>27</td>
<td>C</td>
<td>B</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>28</td>
<td>C</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>A</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>29</td>
<td>B</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>30</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>31</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>32</td>
<td>B</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>33</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>34</td>
<td>C</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>A</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>35</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>36</td>
<td>B</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>37</td>
<td>C</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>38</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>39</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>40</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>41</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>42</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>43</td>
<td>C</td>
<td>B</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>44</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>45</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>A</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>46</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>47</td>
<td>C</td>
<td>B</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
</tbody>
</table>

Total costs

$S_0=0.05, h_0=0.2$  
1460.2  461.8  978.1  487.9  479.3  484.8  433.8  469.3  422.3  389.7

$S_0=0.2, h_0=0.2$  
963.6  923.5  940.2  975.8  958.5  969.6  867.6  938.6  844.6  779.4

$S_0=0.5, h_0=0.2$  
1523.6  1460.2  1486.5  1542.9  1515.6  1533.1  1371.7  1484.0  1335.5  1232.3