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Abstract. A large amount of real-time traffic data supports the processing requirements of traffic state discrimination and prediction. Therefore, accurate real-time traffic information can be grasped for effective detection of outliers. In this paper, an optimized AdaBoost model for screening abnormal traffic samples is proposed based on the multi-source features of the detected data. Considering the unbalanced characteristics of traffic data, AdaBoost is optimized by cost-sensitive method, which avoids the problem that classification performance is degraded by non-equilibrium detection data. The accuracy, false alarm rate and false alarm rate of the model test are verified by the example of expressway test data set. The experimental results show that the AdaBoost model is 5.547% higher than the AdaBoost method in screening traffic samples. The algorithm can effectively adjust the classification error caused by unbalanced data.

Introduction

With the intelligent high-speed road network in the actual continuous improvement, a large number of traffic space-time data set for the basis of intelligent transportation coordination. There are some outliers in the process of obtaining the traffic-aware datasets [1,2], which is obviously inconsistent with other data. In order to protect the efficiency of traffic intelligent coordination, effectively stripping the outliers from the data set by multidimensional data features has become the basic problem of traffic information processing nowadays. The researchers proposed the method of ear-neighbor clustering and genetic algorithm [3], and some scholars put forward the method of evaluating the abrupt data in abnormal traffic flow [4] and the detector data evaluation based on rough set fuzzy recognition method [5] recently. The author of this paper also starts with the method of random forest [6] to give out the corresponding method to verify the outlier data. This paper proposes a new method based on AdaBoost optimization, which is an iterative classification algorithm with high accuracy and fast computation speed, to filter the outliers of the outliers, which is meaningful for traffic data detection.

Decision Tree Construction for Outlier Detection

In traffic detection data set, each testing point can get many sensory data composed of a variety of detection sources. Suppose there are n sources, each data source is through multiple traffic parameters to describe detected objects, and then each time all can get a set of multi-sensor data. The data collected from the detector of the road cross section is convenient to analyze the traffic flow parameters such as flow rate, velocity and occupancy rate, which commonly used in three kinds of data (induction coil data, geomagnetic data and bayonet data).

For instance, detection equipment at acquisition time tᵢ gets the flow $q_{Ci}$, spot mean speed $v_{Ci}$ and occupancy $o_{Ci}$ from traffic induction loop. If the data need be calibrated, properties should be selected, such as traffic data collection time $tᵢ$, flow $q_{Ci}$, spot mean speed $v_{Ci}$ and occupancy $o_{Ci}$ from induction loop, volume $q_{Ui}$ spot mean speed $v_{Ui}$ and occupancy $o_{Ui}$ from magnetic, volume $q_{Ti}$, spot mean speed $v_{Ti}$ and occupancy $o_{Ti}$ from monitoring data. And traffic data quality mark $Lᵢ$, $i=1,2,…,n$ in which $Lᵢ$ value belongs to the \{1,1\}, indicates that testing calibration set evaluation data information is normal data or outlier.
The formal description of matrices $X$ and $Y$ can be written as follows:

$$
X = \begin{bmatrix}
    x_1 & x_2 & \cdots & x_{10}
\end{bmatrix}
$$

$X_i$ is a set of data elements, and $n$ is the number of input samples;

$$
Y = \begin{bmatrix}
    y_1 \\
    y_2 \\
    \vdots \\
    y_m
\end{bmatrix} = \begin{bmatrix}
    L_1 \\
    L_2 \\
    \vdots \\
    L_m
\end{bmatrix}
$$

$y_i \in \{-1,1\}$, $y_i$ represent the results of data quality assessment.

### Traffic Data Detection Optimization Model

**Characteristics of outliers in real-time traffic detection data**

The data acquired by the road traffic detector include data attributes such as traffic data acquisition time, detector type, flow rate, spot mean speed, and time occupancy rate and so on.

Figure 1 represents the scatterplot of spot mean velocity extracted from geomagnetic detection data of freeways in November 2014. There are 1320 groups of discrete detection data collected forming the same section of 165 time points in it. In addition, figure 2 lays out the difference of sensor data from the same cross section. Figure 2 represents integrated scatterplot of the same section of multi-sensor data, which contains three parameters of flow, spot mean speed, and occupancy rate, determining location of data point. Two figures of data samples show that outlier data is present in the data, but the proportion of outlier data in the samples is small. In the above, statistics cases accounted for the largest number of samples is called the most classes, and accounts for the fewest category called the minority class (non-equilibrium data) [7]. The multi-source synchronization feature of traffic data is used to separate the outlier data from the multi-source traffic data without affecting the traffic anomaly data analysis, to effectively guarantee the traffic incident judgment and forecast the traffic state efficiency.

![Figure 1: Road Detection Data Scatterplot of Single Parameter](image)

**An Optimized AdaBoost Model for Outlier Data in Traffic Data**

The identification of non-equilibrium data in traffic data has practical significance, and the data scarcity and extreme values can lead to the performance degradation of AdaBoost classification method. In this paper, we propose to give more weight to a small class of samples in a weak decision-maker. In order to avoid the drawback that the decision tree rule is not representative due to the small amount of data in the original training set, the classifier is forced to pay more attention to the minority class samples. This method can improve the classification accuracy of a small number of samples, and can solve the problem of unbalanced data set classification.
The AdaBoost algorithm [8] does not have any direct dependency classification on the exponential error bound, and the literature [9-10] focuses on the class-conditional direct modification of the weight update rule. The model improves the sensitivity of classification to unbalanced data characteristics, as shown in (3) (4).

\[ J(f) = E\left[ y=1 \right] e^{-C_p f(x_i)} + \left[ y=-1 \right] e^{-C_n f(x_i)} \quad (3) \]

\[ f(x) = \frac{1}{C_p + C_N} \log \frac{C_p P(y=1|x)}{C_N P(y=-1|x)} \quad (4) \]

Where \( C_p \) and \( C_n \) represent the Cost of Positive and Negative Error Classification.

In order to clearly describe the optimal AdaBoost model, we give the number of individuals in the training set \((X,Y)\), where \( y_i \) of each \((x_i,y_i)\) of the training set is given by formula (5)

\[ y_i = \begin{cases} 1 & 1 \leq i \leq m \\ -1 & m < i \leq n \end{cases} \quad (5) \]

The AdaBoostOM description for traffic outlier data is described as follows (where \( F \) weak classifiers \( h_t(x) \) with cost parameters \( C_p \) and \( C_N \)).

Step 1. For the samples on the original training set, give the initial distribution of each classification as

\[ D(i) = \begin{cases} \frac{1}{2(n-m)} & 1 \leq i \leq m \\ \frac{1}{2m} & m < i \leq n \end{cases} \quad (6) \]

Step 2. Initialize the number of rounds \( t = 1 \)

Step 3. Calculate \( T_p \) and \( T_N \), as formula (11) and (12).

\[ T_p = \sum_{i=1}^{m} D(i) \quad (7) \]

\[ T_N = \sum_{i=m+1}^{n} D(i) \quad (8) \]

Step 4. Initialize the classifier variable \( f = 1 \).

Step 5. Calculate \( D(i) \) in the \( f \)th weak classifier \( h_f(X) \).

\[ D(i) = \frac{\sum_{i=1}^{m} D(i) \left\| y_i \neq h_f(x_i) \right\|}{\sum_{i=m+1}^{n} D(i) \left\| y_i \neq h_f(x_i) \right\|} \quad (9) \]

Step 6. Calculate \( \alpha_{i,f} \) in the equation (10) that satisfies the equation.

\[ 2C_p B \cosh(C_p \alpha_{i,f}) + 2C_N D \cosh(C_N \alpha_{i,f}) \]

\[ = C_p T_p e^{-C_p \alpha_{i,f}} + C_N T_N e^{-C_N \alpha_{i,f}} \quad (10) \]
Step 7. Calculate the loss of the weak learner

\[ L_{t,f} = B(e^{-C_y^{(X,Y)}} - e^{-C_y^{(X,Y)}}) + T_y e^{-C_y^{(X,Y)}} + D_y e^{-C_y^{(X,Y)}} + T_y e^{-C_y^{(X,Y)}} \]  

(11)

Step 8. Accumulate \( f = f + 1 \), if \( f \leq F \), repeat Step 5.

Step 9. The minimum loss weak classifier \( (h_t(X), \alpha_t(X)) \), which is compared in this round, is

\[ \arg \min_{f} L_{t,f} \]

Step 10. Update the \( D(i) \) weight to

\[ D(i) = \begin{cases} D(i)e^{-C_y^{(X,Y)}} & 1 \leq i \leq m \\ D(i)e^{C_y^{(X,Y)}} & m < i \leq n. \end{cases} \]

Step 11. Accumulate \( t = t + 1 \), if \( t \leq T \), repeat Step 3.

Step 12. Determine the classifier as

\[ H(x) = \text{sign}(f(x)) = \text{sign} \left( \sum_{t=1}^{T} \alpha_t h_t(x) \right). \]

The performance indexes of classification accuracy, false positive rate and false negative rate are used to evaluate performance of algorithm classification. Classification accuracy, false positive rate and false negative rate are defined as follow:

\[ \text{Acc} = \frac{CN + CG}{CN + CG + EN + EG} \]  

(12)

\[ \text{FPR} = \frac{EN}{EN + CG} \]  

(13)

\[ \text{FNR} = \frac{EG}{EG + CN} \]  

(14)

where \( CN \) represents the number of detected outlier; \( EG \) represents the number of undetected outlier; \( CG \) represents the number of detected normal data; \( EN \) represents the number of undetected normal data.

In addition, the definition of the given probability cost function and the normalized expected cost is defined as shown in (15) and (16).

\[ PCF = \frac{p(+)EG}{p(+)EG + p(-)CG} \]  

(15)

\[ NEC = CG \cdot PCF + EG \]  

(16)

where \( p(+) \) and \( p(-) \) are the prior probabilities of detection of outlier samples and detected general traffic samples.

**Experimental results and analysis**

**Experimental data acquisition**

In order to test the performance of the AdaBoostOM model, firstly, we compare the accuracy of the proposed model and the classical algorithm with the probability cost function (PCF), classification accuracy(Acc), false positive rate(FPR), false negative rate (FNR)and indicator of normalized expected cost (NEC). The data of induction coil, geomagnetic data and bayonet processing data of 13 monitoring points on November 5, 2014 are selected to examine the data of the detector. The characteristics of the collected data set are shown in Table 1.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Data attribute</th>
<th>Sample size</th>
<th>Outlier size</th>
<th>Normal sample</th>
<th>Non-equilibrium rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jibe Station data set</td>
<td>Induction loop data1</td>
<td>4824</td>
<td>182</td>
<td>4642</td>
<td>3.921%</td>
</tr>
<tr>
<td></td>
<td>Magnetic data1</td>
<td>6399</td>
<td>443</td>
<td>5956</td>
<td>7.452%</td>
</tr>
<tr>
<td></td>
<td>Monitoring data1</td>
<td>10870</td>
<td>659</td>
<td>9619</td>
<td>6.851%</td>
</tr>
<tr>
<td>Gaotang Station data set</td>
<td>Induction loop data2</td>
<td>5013</td>
<td>198</td>
<td>4762</td>
<td>3.949%</td>
</tr>
<tr>
<td></td>
<td>Magnetic data2</td>
<td>6512</td>
<td>531</td>
<td>5972</td>
<td>8.154%</td>
</tr>
<tr>
<td></td>
<td>Monitoring data2</td>
<td>11194</td>
<td>625</td>
<td>10478</td>
<td>5.853%</td>
</tr>
</tbody>
</table>

In this paper, the test results of different methods on different highway data sets are analyzed according to the probability cost function (PCF), classification accuracy(Acc), false positive
rate (FPR), false negative rate (FNR) and indicator of normalized expected cost (NEC). The experimental results of the Gaotang station data set are shown in Fig.3. The comparison of the detection indexes based on the highway test data set (Jibei station) and the detection index comparison chart of the highway detection data set (Gaotang station). Figure (a), (b), (c), (d) in Fig. 3 and Fig. 4 compare each detection index with the probability cost function (PCF) as abscissa.

In this experiment, different training rules use to construct the decision rules. For the same data set, the effect of different algorithms is obvious. For the unreasonable data set synthesis, the same algorithm can continue the characteristics. The AdaBoost method and the AdaBoostOM method are close to and superior to the Bayesian method in the comparison of the Bayesian method, AdaBoost method and AdaBoostOM method in Fig.3. The three methods the difference is not significant in Fig. 3 (d). In Figure 4, the AdaBoost method and the AdaBoostOM method are superior to the AdaBoost method in Fig.4 (b) and (c), and are superior to the AdaBoost method. Bayesian method, while the three methods in Figure 4 (d), the difference are not significant. On the other hand, it can be found from the two data sets that AdaBoostOM method is better than AdaBoost method in the two indexes of 1 – Acc and FPR, from the detection data set in Fig.3 to the detection data set in Fig.4. The former than the latter average low 5.547% and 6.792%. The reason is that the proportion of the sample samples is not balanced, AdaBoost focuses on the unbalanced data characteristics, the misclassified outliers reduce the detection rate, while the AdaBoostOM algorithm reduces the false detection rate, which fully reflects the The cost parameter improves the detection accuracy.
Conclusions

In this paper, we propose an AdaBoostOM model with data analysis aiming at the problem of stripping datasets from non-equilibrium outliers in traffic detection data. After analyzing the non-equilibrium characteristics of the outlier samples, the advantage of the cost-sensitive method combine to optimize the AdaBoost decision-making process and avoid the problem of classification performance degradation caused by the non-equilibrium detection data. The model indexes of Acc, FPR, FNR and NEC were validated by the highway traffic inspection data set. Experimental results show that the improved AdaBoost filter can provide a more reliable sorting result and can effectively adjust the classification error caused by unbalanced data.

AdaBoostOM has the following two characteristics, the first one is to retain the original weighting advantage, and the second one is the introduction of cost-sensitive methods to strengthen the non-equilibrium characteristics. By comparing the performance of the algorithm with the algorithm of the traffic dataset, the AdaBoostOM algorithm is proposed to reduce the test error rate in the outlier detection of the traffic detection dataset. However, this algorithm is based on the unbalanced traffic data sample set, so there are certain limitations on the test data set. Further research will focus on improving the limitations of the method.
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