The predicted value of Environment pollution treatment project investment based on the GM(1,1) model
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Abstract—The predicted value of Environment pollution treatment project investment is very significant in our country. It has less samples and uncertain information, a small dynamic sample prediction which is in view of the environmental pollution treatment project investment is very important. The GM(1,1) model is very appropriate. Combining with the classical GM(1,1) model through a process of accumulation of data, generating the immediate value sequence, constructing the grey whitening equation and selecting this project investment in our country over the 6 years as samples, fitting and forecasting the project and confirming the feasibility, practicality and veracity of the environmental pollution treatment project investment by combining with classic GM (1, 1) model has a certain guiding significance.
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I. INTRODUCTION

Environmental problem is one of the most important problems which need to be focused on for a long time in our country. The nationwide haze weather reveals the serious situation of environmental pollution clearly since winter. We spent a large number of money in environment pollution treatment project investment every year and this project has a huge impact on the lives of our people. It’s very important to do a more accurate prediction for it. It can not only make the national investment clear, but also make the money reasonable.

Zhang etc. analyzed the present situation and the trend of development of environment pollution treatment project investment in our country. They found that the total investment in China has a lot of growth. To prove us that the importance of environmental pollution treatment [1]. Cui etc. do a analysis for the project of local government from the social welfare goals [3]. Huang etc. put the environment and the environmental pollution treatment into a framework of endogenous growth and discussed the relationship of economic growth, environmental pollution and environmental pollution treatment by establishing an endogenous growth model of human capital [4]. Chen etc. did a research on industry pollution environment treatment investment and its relationship with economic normal based on panel data from 10 provinces and cities of our country in industrial pollution [2].

Because of the differential of the growth of our country's environment in different periods-embodied a new trend in a few years and the environment pollution treatment project investment is a small sample data-so we can use GM(1,1) model to do prediction research.

The grey system theory, created by the Chinese scholar Deng, is a new method of studying the problem of the less data, poor information and uncertainty [16-17][19]. The research object of Grey system theory is uncertain systems as the ‘partial information known, partial information unknown’, ‘small sample’, ‘poor information’. By extracting valuable information to the "part" of the known information generation and development, it achieves the correct description and effective monitoring to the behavior and evolution rule of system. In our world, ‘small sample’, ‘poor information’ decide a wide application field of the grey system the and the GM(1,1) model is the basis and core. Most foreign trade export macro forecast is based on logic judgment and qualitative analysis. Zou applied grey model to country foreign export trade and made a very good prediction [23]. Min compared grey prediction model, main factor and GDP based on time series regression model and provided scientific prediction method for talent [15]. Li etc. studied the GM(1,1) model Earlier in the housing forecast algorithm and did some adjustment and improvement about the algorithm of the model and reduced the error of the prediction [22]. As we all know, the real estate industry is an important factor which can influence the national economic condition and it also affected by many factors. It also applies to GM(1,1) model. Yao analyse the Beijing's real estate investment by it. The traditional regression model is complex and requires data [12]. Ceng pointed out that the GM(1,1) model is simple, with less data, data and the predicted results can reflect the change trend of advantage [7]. Zhang put the specific development of Chinese
animation industry as the research object. And she has made the forecast and send a prospect for country animation industry and provided the theoretical support through the GM(1,1) model [11]. Similarly, Ren made a prediction of the CPI economy with GM(1, 1) model and also got good results [10]. Zhou etc. applied Generalized GM (1, 1) model to forecasting of fuel production and got a good result [16]. Liu told us the story of GM(1,1) model several basic forms and studied the nature and characteristics of different models [9]. He proved the equivalence relation between different models and their applicable scope. Lu etc. did evaluation and research to a number of energy-saving emission reduction policies in China through GM(1,1) and found that energy-intensive industry had a significant effect [13]. Using the Colombo stock data as an example, Liu etc. compared the grey prediction model with traditional prediction method [8]. It shows that grey prediction model is suitable for small samples. Zhou etc. used an improved metabolism grey model and predicted small samples with a singular datum and its application to sulfur dioxide emissions in China [17]. By fusing exponential buffer operator and its application, Zhou etc. improved grey model and made the model become more accurate [18].

Although a lot of people have done some research on our country's economic situation and investment situation of pollution control, GM(1,1) model has been widely used in various fields. But almost no one combine the two project investment to do prediction. The results of optimized GM(1,1) model were similar to classic GM(1,1) model, this paper will do a prediction about environmental pollution treatment project investment through the classic GM(1,1) model.

II. THE RESEARCH METHODS.

Classic GM(1,1) prediction model is suitable for small sample data and which has the characteristics of simple calculation. This section will specifically address the GM(1,1) forecast model and its detailed operational steps.

A. GM(1,1) predictive model

The traditional grey prediction model is a one-time prediction based on a certain sample. The grey theory suggests that the system's behavior is nebulous, complex, but it is, after all, an ordered and integral function. The generation of grey Numbers is to find patterns in the clutter.

The grey model has some advantages:

a) you don't need a lot of samples.

b) the sample doesn't need to be distributed regularly.

c) the calculation is small.

d) quantitative analysis results are consistent with qualitative analysis.

e) it can be used for near-term, short-term and long-term forecasts.

f) grey prediction has highly accurate.

B. Operation steps of GM(1,1) model

This is a detailed description of the steps of the GM(1,1) model proposed by professor Deng.

Step 1: the original data is \( X^{(0)} \), and exists:
\[
X^{(0)} = (x^{(0)}(1), x^{(0)}(2), \ldots, x^{(0)}(n))
\] (1)

Among them, \( x^{(0)}(k) \), \( i = 1, 2, \ldots, n \)

Step 2: build a sequence of accumulations (1-AGO) on the basis of non-negative data sequences \( X^{(0)} = (x^{(0)}(1), x^{(0)}(2), \ldots, x^{(0)}(n)) \), and the formula is as follows:
\[
X^{(1)} = (x^{(1)}(1), x^{(1)}(2), \ldots, x^{(1)}(n))
\] (2)

Among them:
\[
x^{(1)}(k) = \sum_{i=1}^{k} x^{(0)}(i)(k=1, 2, \ldots, n)
\]

Step 3: based on the new data accumulation sequence, the sequence is generated by the next to production of the \( Z^{(i)} \), which is the following formula:
\[
Z^{(i)} = (z^{(i)}(2), z^{(i)}(3), \ldots, z^{(i)}(n))
\] (3)

Among them:
\[
z^{(i)}(k) = \frac{1}{2}(x^{(i)}(k) + x^{(i)}(k-1)), k = 2, 3, \ldots, n
\]

Step 4: construct the grey albino equation (also called the shadow equation), and take the parameter estimation, which is to estimate the method of the least square method to \( X^{(0)}(k) + aZ^{(i)}(k) = b \), as follows:

If the estimation parameters make up a series of columns
\[
\hat{a} = (a, b)^T, \quad Y = [x^{(0)}(2), x^{(0)}(3), \ldots, x^{(0)}(n)]^T \quad \text{and} \quad B = \begin{bmatrix} (-z^{(2)}(2), -z^{(3)}(3), \ldots, -z^{(i)}(n)) \end{bmatrix}^T
\]

the least square method of GM (1, 1) model \( X^{(0)}(k) + az^{(i)}(k) = b \) is satisfied with the estimate of the parameters:
\[
\alpha = (a, b)^T = (B^T B)^{-1} B^T Y
\] (4)

We called \( \frac{dx^{(i)}}{dt} + ax^{(i)} = b \) the white equation of GM(1,1) model. It also called the shadow equation.

Step 5: the solution \( \frac{dx^{(i)}}{dt} + ax^{(i)} = b \) is also called a time response function.
\[
x^{(i)}(1) = \left(\frac{b}{a}\right)e^{-ak} + \frac{b}{a}
\] (5)

Step 6: calculate the time response sequence, the formula is as follows:
\[
x^{(i)}(k+1) = \left(\frac{b}{a}\right)e^{-ak} + \frac{b}{a}
\] (6)

Step 7: recursively restore the time response sequence and find the original value \( x^{(0)}(k+1) \), the formula is as follows:
\[
x^{(0)}(k+1) = \alpha x^{(0)}(k) + \frac{b}{a} e^{-ak}, k = 1, 2, \ldots, n
\] (7)
The above is the prediction methods and steps for GM(1,1) model, -a is called development coefficient according to GM(1,1) model parameter, and b is grey action, -a reflects the trend development of \(\hat{x}^{(1)}\) and \(\hat{x}^{(0)}\).

III. CASE ANALYSIS

It’s very appropriate to use Classic GM(1,1) prediction model on environmental pollution control investment prediction. The following will show GM(1,1) model’s application on this project.

A. Data acquisition and model calculation

The following data is got from the national bureau of statistics of China in recent years (2008–2014) in environmental pollution treatment project investment. Select 2008-2013 environmental pollution treatment project investment as the modeling data, 2008 is the starting year and 2014 data is the model test data in Table 1.

<table>
<thead>
<tr>
<th>Year(unit: year)</th>
<th>2008</th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investment(unit: 100 million)</td>
<td>4937.0</td>
<td>5258.4</td>
<td>7612.2</td>
<td>7114.0</td>
<td>8253.5</td>
<td>9037.2</td>
<td>9575.5</td>
</tr>
</tbody>
</table>

1) The raw data sequence is:
\[X^{(0)} = (x^{(0)}(1), x^{(0)}(2), x^{(0)}(3), x^{(0)}(4), x^{(0)}(5), x^{(0)}(6)) = (4937.0, 5258.4, 7612.2, 7114.0, 8253.5, 9037.2)\]

2) On the basis of non-negative data sequences, use (2) to build a sequence of accumulative sequences (1-AGO), as follows:
\[X^{(1)} = (4937.0, 10195.4, 17807.6, 24921.6, 33175.1, 42212.3)\]

3) By (4),
\[B = \begin{bmatrix} -z^{(1)}(2), -z^{(1)}(3), \ldots, -z^{(1)}(n) \\ 1, 1, \ldots, 1 \end{bmatrix}^T \]
\[= \begin{bmatrix} -7566.2, -14001.5, 21364.6, -29048.4, -37693.7 \\ 1, 1, 1, 1, 1 \end{bmatrix} \]
\[Y = [5258.4, 7612.2, 7114.0, 8253.5, 9037.2]^T\]

B. The predicted value of Environment pollution treatment project investment

By counting, we can derive:
\[-a = -0.107486, b = 5097.38, b/a = -47423.77, \text{with a forecast of 10169.70, average relative error: 6.26.}\]

We know that the GM(1,1) model requires development of classic coefficient |a| < 2, and the value of a is close to zero, the more accurate prediction results. This is very good for prediction of investment in environmental pollution control in China.

Based on the GM(1,1) model, we predict the Environment pollution treatment project investment. We can get the investment forecast in 2014 is 10169.7. The actual value of it is 957.55 in 2014. It can be seen that the GM(1,1) model for environmental pollution treatment project investment prediction has certain feasibility. Although the average relative error is a little big, the prediction results is also relatively accurate.

Fig. 1. is a graph of the investment of environmental pollution control projects in China in the past year, as follows.

IV. CONCLUSIONS

This paper makes a prediction of the Environment pollution treatment project investment based on GM (1, 1)
model, and the prediction results are feasible. This article picks up data from recent years, because it is not the more data you pick, the better. Environmental pollution situation in our country also has a very big change for a long time. Long historical stage forecasting result is bad instead. From the point of prediction results, the value of environmental pollution will rise slightly in 2014, and similar to the actual value. Therefore, this model has important theoretical significance and practical significance in the project research.

But the model applies only suit to short or medium-term forecasts, and there are some limits to long-term problems.
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