Efficient Query for Historical Data in Evolutionary Algorithm
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Abstract—For the time-consuming problem in calculating the fitness value, this paper proposes a hash bucket with precision mechanism for a quick query of the data in the neighborhood of a particle. In order to establish a balance between the calculation accuracy and utility, it uses the hash tables with precision mechanism to solve the problem in the storage and query of historical calculation data so that the neighborhood of a to-be-evaluated individual can be determined more accurately to reduce the error in estimating the fitness value. Moreover, it uses the typical reference functions to separately test the effectiveness and accuracy of the algorithms based on the values obtained in different dimensions. The test result proves that compared with the other algorithms described in this paper, our algorithm can provide a better solution in the context of the same number of times for fitness calculation.
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I. INTRODUCTION

Due to the insensitivity to the characteristics of the optimizing problem itself without any requirement on the continuity or differentiability of the objective function, the swarm intelligence algorithm that can be implemented easily has more advantages with its better global searching ability compared with the traditional single-point optimization algorithm. Therefore, it can provide a new idea and approach for the optimization design with great progress and successful application having been achieved in the field of engineering application. However, in practical engineering applications, it always takes several minutes, hours or a couple of days [1-4] each time to acquire the value of an objective function, such as the fluid mechanics [5-7] applied in wing design, the parameter settings in engine controller and the finite element analysis [18] adopted in mechanical structure design. Hence, for the swarm intelligence algorithm with the operating time decided by the computing times of a fitness function, it has gradually aroused the attention of many people about how to reduce the computing time of the objective function to reduce the time spent on optimization [8].

In order to solve the time-consuming problem in calculating the fitness value, fitness estimation methods are usually adopted in the practical calculation [9-10] to replace the objective function that consumes much time on computation. Currently, the common fitness estimation methods include the fitness inheritance and the application of surrogate model [11-17]. However, which method will perform better in fitness estimation? It can hardly be answered in face of the various problems and applications in practice. But we can make such an assumption that if the accuracy of fitness estimation can be secured, it is a priority to adopt such a method that requires less amount of calculation, such as fitness inheritance. However, during the fitness estimation, the main problem still lies in the determination on which individuals will be calculated actually and which individuals will be estimated based on fitness value without a big error [18-19]. In this paper, we start from a simple fitness inheritance approach adopted in estimation strategies to discuss this problem.

II. INTRODUCTION OF FITNESS ESTIMATION STRATEGY

Fitness estimation strategy means the use of some given information to make an estimation on the unknown fitness value so as to replace the actual calculation based on a complex objective function. It’s an estimation strategy adopted to save the time spent on algorithm optimization by reducing the number of times in actual fitness calculation. So far, there are many research papers and achievements about the fitness estimation strategies, which can be roughly grouped into two types: the surrogate model-based estimation strategy and the fitness inheritance-based estimation strategy. Fitness inheritance is a common estimation strategy by estimating the data in the neighborhood of a target particle to acquire the fitness value. However, as it’s quite time consuming in acquiring the neighborhood data; it becomes extremely important about
how to make a quick acquisition of the data in the neighborhood.

A. Fitness Estimation Strategy Based on Fitness Inheritance

The idea of fitness inheritance was originally proposed by Smith et al. (1995)[20]. It is an intuitive concept stating that the fitness of an individual is directly derived from that of its parents, and it discussed two types of inheritance: averaged inheritance and weighted inheritance. Salami and Hendtlass (2003)[21] introduced a “fast evolutionary algorithm”. With this method, a fitness value and associated reliability value are assigned to each new individual, and the individual is only evaluated if its reliability value is below a threshold. As Duchyne et al. (2003) [22] mentioned, in many real-world applications of evolutionary algorithms, the characteristics of the parents cannot be used as a good indicator of their offspring. The reason could be that although the vast majority of the offspring have some connections with their parents, but for each individual offspring, it is not necessarily similar to its parents, but instead being similar with the individuals in vicinity. The reason could be that although the vast majority of the offspring have some connections with their parents, but for each individual offspring, it is not necessarily similar to its parents, but instead being similar with the individuals in vicinity. The reason could be that although the vast majority of the offspring have some connections with their parents, but for each individual offspring, it is not necessarily similar to its parents, but instead being similar with the individuals in vicinity.

Sun (Cui et al. 2006; Sun et al. 2013) [23-24] proposed the fitness inheritance model based on this similarity or credibility, using the particle swarm optimization evolutionary formula as well as the relationship between the individual locations, respectively. Due to the similarities among individuals as a result of the differences in the individuals’ positions, Kim (Kim and Cho 2001) [25] used clustering for grouping the similar characteristics of the individuals. In every generation, to divide the current population cluster, only the individuals that are the closest to the cluster center are computed, and in each cluster, other individuals inherited the fitness of the calculated individuals in a weighted manner according to the Euclidean distances among the individuals.

Coello (Reyes-Sierra and Coello 2005)[26] used a fitness inheritance model that also relied on weighted inheritance according to the Euclidean distances among individuals in multi-objective particle swarm optimization (PSO), while reducing the time required for calculation, and improved the performance in solving the classical test functions. Gomide (2006)[27] utilized a fuzzy clustering method that is based on fuzzy adaptive clustering of c-means, in which the individuals will be similar to the others in the same cluster. In this method, the most representative individuals in each cluster were calculated using the Euclidean distance weighting method and the membership degree weighting method to fitness inheritance. Fonseca et al (2009) [28] introduced similarity-based surrogate model based upon the k-nearest neighbors method (KNN). For a new individual generated by the evolutionary operators as the clustering center, neighbors are selected according to a decreasing order of similarity to the new individual, and then the new individual inherits the fitness of its neighbors using similarity weights. The similarity proposed by Fonseca is also based on the Euclidean distance among individuals. Subsequently, Fonseca et al (2012) [29] applied three different types of adaptive value inheritance models, including the averaged inheritance model, weighted inheritance model, and parent inheritance model, to a real-coded genetic algorithm for comparison.

In the above researches, fitness inheritance can effectively reduce the number of times in fitness calculation. However, the adoption of fitness inheritance firstly requires the selection of a proper training sample. Therefore, how to effectively choose a proper training sample has become an urgent problem that must be solved immediately.

III. The Application of Hash Table to Query the Neighborhood

In order to solve the time-consuming problem in calculating the fitness value based on a complex algorithm, one solution has been proposed with the adoption of fitness estimation strategy. In other words, the calculated data around the target particle are used to estimate the fitness of the target particle. In most cases, fitness estimation strategy requires the query for the neighborhood data of a particle, which always demands a one-to-one comparison between the target particle and the other particles in terms of the position and distance. However, it will consume lots of time and resources regarding the comparison of distance between the particles.

To solve the problem about the continuity and the wide range of the historical calculating data among the continuous problems in an evolutionary algorithm, we’ve designed a hash table with precision mechanism. The application of precision mechanism in the hash table can effectively group the data into different scopes according to the precision. For example, if the position of a two-dimensional particle is “1.23456, 2.34567”, then it can be stored in the hash table with a precision of 2 as “1.23, 2.35”, or “1.235, 2.346” in the hash table with a precision of 3. Also it’s “1.2346, 2.3457” in the hash table with a precision of 4. With this method, although it’s the same number, it can correspond to multiple Particle Positions in a hash table with different precision.

Therefore, the position of a particle can be grouped into different scopes according to the different precision.

In a hash bucket with precision mechanism, the position of different particles (key value) might have the same numerical value after the processing by the precision mechanism. However, the fitness value corresponding to the position of each individual particle is different. In view of this, we change the way that the data are stored in the hash table. By doing this, not only the fitness result but also the complete information of the Particle Position can be preserved in the value. For example, if the position of Particle a is “3.123456” with a fitness of “0.888888” and a precision of 3, the key will be “3.123” with a value of “0.888888” after the precision processing. In the hash table with a precision of 3, the key will still be stored as “3.123”, but the value will be stored as “3.123456; 0.888888”. If the precision of Particle b is “3.123123” with a fitness of “0.111111”, the key of Particle b is also “3.123” after the processing in the hash table with a precision of 3, but the fitness will be different from that of Particle a. In this case, if the data should be put into the hash table directly, the new fitness value (the fitness of Particle b) will overlay the fitness value (the fitness of Particle a) stored previously, which is
advantage to the diversity of the particle data that have been stored. With our new value storage method, all of the fitness values will be preserved, although the key is the same. Therefore, with the same key in the hash table with a precision of 3, the value of Particle a and b can be saved as “3.123456; 0.888888, 3.123123; 0.1111111”. In this way, multiple particles will have the key of “3.123” after the precision processing, and there will be multiple neighborhood data around “3.123”.

Particle fitness can be estimated through the following processes in a hash bucket with precision mechanism: Assume that we need to estimate the fitness of Particle P through the following four hash buckets, which separately include the hash bucket used to store the original data and the hash buckets with a precision of 2, 3 and 4 respectively. Firstly, make a query in the hash table used to store the initial precision. If the query succeeds, it means that this particle has been calculated and the data stored in the hash table is also the fitness of Particle P. However, if the query should fail, estimate the fitness of Particle P based on the data in the neighborhood of Particle P. Start the query from the hash bucket with a lower precision. In this case, search the Key of Particle P in the hash bucket with a precision of 2 after the precision processing. If the query should succeed, check whether the estimation condition has been met. If yes, make an estimation on the fitness of Particle P. But if the query should fail (the neighborhood data of Particle P haven’t been calculated in the hash bucket with this precision) or the estimation condition fails to be met (insufficient particles are searched), search the hash bucket with greater precision. In this case, search the hash bucket with a precision of 3, where the scope for the neighborhood data of Particle P becomes larger. Although it would be prone to the detection of the calculated neighborhood data of Particle P, it also leads to a decrease in data accuracy. Should the query fail or the estimation condition fail to be met in the hash bucket with a precision of 3, extend the precision range of hash bucket and make a search in the hash bucket with a precision of 4. However, if the estimation on the fitness of Particle P should fail again, calculate the fitness value according to the fitness function and then save the calculation result into every hash bucket.

Key1:[1.213648,3.264432,6.721916] Value1:3.2
Key2:[1.212136,3.263258,6.722416] Value2:6.8
Key3:[1.214209,3.264481,6.721832] Value3:7.5
In the hash bucket with a precision of 2:
Key1:[1.213,3.26,6.72] Value: [Key1:3.2] [Key2:6.8] [Key3:7.5]
In the hash bucket with a precision of 3:
Key1:[1.214,3.264,6.722] Value: [Key1:3.2] [Key3:7.5]
Key1:[1.2136,3.2644,6.7219] Value: [Key1:3.2]
Key1:[1.2121,3.2633,6.7224] Value: [Key2:6.8]
Key1:[1.2142,3.2645,6.7218] Value: [Key3:7.5]

IV. ALGORITHM DESCRIPTION

For the calculation of fitness value, firstly take the current position of Particle Xi as the key and make a query on the hash table with the initial precision. If the Key can be found in the hash table, it means that Particle Xi has been calculated and the fitness value F(Xi) has been stored in the table, where the corresponding value is also the target fitness value F(Xi) that will be calculated. However, if the key is not available in the table, then calculate the distance D between the existing Particle Xi and the Particle Xj that has been stored in the hash table with a precision mechanism. Assume that there are m ranges for the neighborhood radius R of a particle. If the distance D between two particles meets D = R, then choose the fitness of n particles with the best fitness values among all particles that meet the condition to estimate the fitness of the existing Particle Xi according to a certain calculation method (the average or weighted calculation). However, in the case that there are less than n particles that meet the above condition, search the particles in the neighborhood with a larger radius. If the fitness that meets the condition still cannot be found within a preset radius of m ranges, calculate the actual fitness value of this particle and store it in the various hash tables with different precision mechanisms. Mark every fitness value if it has been obtained through the estimation strategies. If the final optimal value is acquired through the estimation, re-calculate the fitness value of this particle to get a more accurate result. The complete algorithm description is provided as below:

Algorithm 1:
Step1: The initialization of multiple hash tables (with one used to save the data with complete precision and the others separately representing the hash tables with different precision);
Step2: The initialization of population clusters and the calculation of every individual fitness;
Step3: After the processing of an individual position (namely Key value) based on different precision, separately save the Key and the corresponding fitness value into the relevant hash tables;
Step4: Make an evolution operation on the individuals to generate the offspring population according to a certain evolution rule;
Step5: Calculate the fitness of an individual in the population cluster according to the Algorithm 2;
Step6: Judge whether the algorithm termination condition has been met. If yes, the algorithm will come to an end. Otherwise, return to Step4.
Algorithm 2:
Step1: Firstly, query the Key in the hash table with complete precision;
Step2: If the Key already exists in the table, it indicates that the fitness of this individual has been calculated. Then extract the Value corresponding to this Key and take it as the fitness of this individual. However, if the Key is not available in the table, query the data in the neighborhood and estimate the target fitness according to the neighborhood data;
Step3: If the neighborhood data do not conform to the preset fitness estimation condition, the target particle is calculated according to the fitness function. After the processing based on different precision, the calculated fitness results are separately saved into different tables.

V. SIMULATION EXPERIMENT AND ANALYSIS

In order to verify the validity of the neighborhood query strategy through the hash buckets with precision mechanism, this paper adopts four commonly-used test functions (more details on Table VI), including two unimodal functions, which are the Sum of Different Power function (F1) and the Rosenbrock function (F2) and two multimodal functions, which are the Rastrigin function (F3) and the Griewank function (F4) to test the algorithm. In the simulation experiment, we’ve applied the mechanism of hash bucket into the pso algorithm (HTPSO) with the adoption of fitness-based neighborhood estimation strategy. Besides this, we’ve also adopted the hash table algorithm (SHPSO) with precision mechanism and the standard particle swarm optimization (PSO) algorithm to optimize the above four test functions and make a comparison with the optimization result obtained through the HTPSO algorithm.

The parameter settings of the algorithm are provided as below: The number of particles in the population is 300 with the cognitive coefficient c1=0.9 and the social coefficient c2=1.2 in 10 dimensions. Run the algorithm for 20 times with the number of iterations set to be 150. Table I shows the optimization result of the four test functions through the above three algorithms and the fewer computing times by the particle swarm optimization algorithm with the application of hash table than that through the standard particle swarm optimization algorithm in the context of similar computing results having been obtained. With an approximate number of times in the estimation, the HTPSO algorithm can provide a better fitness value than the SHPSO algorithm. It proves that the HTPSO algorithm can effectively reduce the number of times for fitness calculation when a similar fitness result is guaranteed compared with the original algorithm. In order to verify that HTPSO is an efficient neighborhood estimation strategy, we compare it with a common neighborhood estimation strategy (hereafter referred to as ESPSO), which also means the adoption of the fitness values of 10 particles that are nearest to the target particle to make an estimation. However, as the number of times for the estimation made based on the HTPSO is unknown in advance, then set an equal number of times for the estimation based on the ESPSO. Under the same experimental conditions, compare the mean fitness values obtained through both methods to verify the validity of the strategy proposed in this paper.

The experimental operating conditions are set as below: apply both of the fitness estimation strategies into the standard PSO algorithm with the number of particles in the population set to be 30, the cognitive coefficient c1=0.9 and the social coefficient c2=1.2 in 10 dimensions. Run the algorithm for 30 times with the number of iterations set to be 100.
In the tables from Table II to Table V, both of the fitness estimation strategies based on the neighborhood data have been adopted to separately calculate the fitness results. The figures from Fig.1 to Fig.8 show the trend of fitness results obtained in different neighborhood radius according to both of the estimation strategies. Both of the tables and figures reveal that the mean fitness values are quite similar through both of the strategies with little difference in the number of times for fitness calculation. Therefore, it proves that this new neighborhood data-based fitness estimation strategy works quite effectively.

VI. CONCLUSION AND FUTURE WORKS

Our neighborhood data-based fitness estimation strategy is a feasible approach to solve the time-consuming problem in calculating fitness. In most cases, the common estimation strategies always require the calculation on the neighborhood data of a particle, which usually requires a one-to-one comparison between the target particle and the other particles in terms of the position and distance. In this paper, we utilize the special characteristics of hash table with fast storage and query to reduce the time spent on comparison during the query of neighborhood data, which to some extent improves the algorithmic efficiency.
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Appendix

TABLE I. Comparative Experimental Results of PSO, SHPSO and HTPSO on the Four Test Functions

<table>
<thead>
<tr>
<th>function</th>
<th>Algorithm</th>
<th>Precision</th>
<th>Mean</th>
<th>Variance</th>
<th>Best</th>
<th>Worst</th>
<th>fitness estimation</th>
<th>fitness calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>PSO</td>
<td>--</td>
<td>6.3650e-18</td>
<td>7.8913e-18</td>
<td>2.4582e-21</td>
<td>1.2374e-17</td>
<td>--</td>
<td>45000</td>
</tr>
<tr>
<td></td>
<td>SHPSO</td>
<td>4</td>
<td>1.7603e-18</td>
<td>4.2541e-18</td>
<td>3.7971e-22</td>
<td>1.9772e-17</td>
<td>9855</td>
<td>35145</td>
</tr>
<tr>
<td></td>
<td>HTPSO</td>
<td>3,4,5</td>
<td>2.4635e-19</td>
<td>8.9203e-19</td>
<td>4.0814e-22</td>
<td>2.8309e-17</td>
<td>9739</td>
<td>35261</td>
</tr>
<tr>
<td>F2</td>
<td>PSO</td>
<td>--</td>
<td>2.0400e-18</td>
<td>7.6312e-18</td>
<td>1.7047e-21</td>
<td>3.2828e-17</td>
<td>--</td>
<td>45000</td>
</tr>
<tr>
<td></td>
<td>SHPSO</td>
<td>4</td>
<td>9.4785e-18</td>
<td>1.0981e-18</td>
<td>1.9198e-21</td>
<td>3.7831e-17</td>
<td>1709</td>
<td>43291</td>
</tr>
<tr>
<td></td>
<td>HTPSO</td>
<td>3,4,5</td>
<td>2.6030e-18</td>
<td>6.2789e-18</td>
<td>8.4212e-21</td>
<td>2.4169e-17</td>
<td>1616</td>
<td>43384</td>
</tr>
<tr>
<td>F3</td>
<td>PSO</td>
<td>--</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>45000</td>
</tr>
<tr>
<td></td>
<td>SHPSO</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>45000</td>
</tr>
<tr>
<td></td>
<td>HTPSO</td>
<td>8,9,10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>45000</td>
</tr>
<tr>
<td>F4</td>
<td>PSO</td>
<td>--</td>
<td>0.0843</td>
<td>0.0485</td>
<td>0.0246</td>
<td>0.1550</td>
<td>--</td>
<td>45000</td>
</tr>
<tr>
<td></td>
<td>SHPSO</td>
<td>2</td>
<td>0.0790</td>
<td>0.0380</td>
<td>0.0173</td>
<td>0.1894</td>
<td>11387</td>
<td>33319</td>
</tr>
<tr>
<td></td>
<td>HTPSO</td>
<td>1,2,3</td>
<td>0.0671</td>
<td>0.0338</td>
<td>0.0099</td>
<td>0.1353</td>
<td>12334</td>
<td>32660</td>
</tr>
</tbody>
</table>

32660
## TABLE II. COMPARATIVE EXPERIMENTAL RESULTS OF ESPSO AND HTPSO ON F1

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Precision of hash</th>
<th>Mean Variance Best fitness</th>
<th>fitness estimation</th>
<th>fitness calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESPSO</td>
<td>–</td>
<td>1.154e-09 2.8124e-09 8.3649e-11</td>
<td>347</td>
<td>265</td>
</tr>
<tr>
<td>HTPSO</td>
<td>3,4,5</td>
<td>2.2505e-09 4.7060e-09 4.9788e-13</td>
<td>362.6</td>
<td>2037.4</td>
</tr>
<tr>
<td>ESPSO</td>
<td>–</td>
<td>3.2404e-04 0.0014</td>
<td>273.2</td>
<td>2726.8</td>
</tr>
<tr>
<td>HTPSO</td>
<td>1,2,3</td>
<td>8.0316e-05 2.1237e-04 6.9649e-09</td>
<td>244.3</td>
<td>275.7</td>
</tr>
<tr>
<td>ESPSO</td>
<td>–</td>
<td>0.0025 0.0126</td>
<td>900.4</td>
<td>2400.6</td>
</tr>
<tr>
<td>HTPSO</td>
<td>0,1,2</td>
<td>0.0039 0.007</td>
<td>2.8883e-07 605</td>
<td>2395</td>
</tr>
</tbody>
</table>

## TABLE III. COMPARATIVE EXPERIMENTAL RESULTS OF ESPSO AND HTPSO ON F2

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Precision of hash buckets</th>
<th>Mean Variance Best fitness</th>
<th>fitness estimation</th>
<th>fitness calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESPSO</td>
<td>–</td>
<td>3.2404e-04 0.0014</td>
<td>273.2</td>
<td>2726.8</td>
</tr>
<tr>
<td>HTPSO</td>
<td>1,2,3</td>
<td>8.0316e-05 2.1237e-04 6.9649e-09</td>
<td>244.3</td>
<td>275.7</td>
</tr>
<tr>
<td>ESPSO</td>
<td>–</td>
<td>0.0025 0.0126</td>
<td>900.4</td>
<td>2400.6</td>
</tr>
<tr>
<td>HTPSO</td>
<td>0,1,2</td>
<td>0.0039 0.007</td>
<td>2.8883e-07 605</td>
<td>2395</td>
</tr>
</tbody>
</table>

## TABLE IV. COMPARATIVE EXPERIMENTAL RESULTS OF ESPSO AND HTPSO ON F3

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Precision of hash buckets</th>
<th>Mean Variance Best fitness</th>
<th>Times of fitness estimation</th>
<th>Actual times of fitness calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESPSO</td>
<td>–</td>
<td>7.3493 3.8184 0.0051</td>
<td>600 2400</td>
<td></td>
</tr>
<tr>
<td>HTPSO</td>
<td>2,3,4</td>
<td>7.3391 3.2771 0.0119</td>
<td>626.2 2373.8</td>
<td></td>
</tr>
<tr>
<td>ESPSO</td>
<td>–</td>
<td>8.1455 4.2946 0.9950</td>
<td>1196.3 1803.7</td>
<td></td>
</tr>
<tr>
<td>HTPSO</td>
<td>1,2,3</td>
<td>7.6935 3.4109 0.6030</td>
<td>1159.9 1840.1</td>
<td></td>
</tr>
</tbody>
</table>

## TABLE V. COMPARATIVE EXPERIMENTAL RESULTS OF ESPSO AND HTPSO ON F4

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Precision of hash</th>
<th>Mean Variance Best fitness</th>
<th>Times of fitness estimation</th>
<th>Actual times of fitness calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESPSO</td>
<td>–</td>
<td>0.1429 0.0947</td>
<td>301 2699</td>
<td></td>
</tr>
<tr>
<td>HTPSO</td>
<td>1,2,3</td>
<td>0.1264 0.1092 0.0273</td>
<td>432.6 2567.4</td>
<td></td>
</tr>
<tr>
<td>ESPSO</td>
<td>–</td>
<td>0.1672 0.0749</td>
<td>870.4 2129.6</td>
<td></td>
</tr>
<tr>
<td>HTPSO</td>
<td>0,1,2</td>
<td>0.2112 0.1107 0.1097</td>
<td>831.8 2168.2</td>
<td></td>
</tr>
</tbody>
</table>

## TABLE VI. TEST FUNCTIONS USED IN THE EXPERIMENTS

<table>
<thead>
<tr>
<th>Function number</th>
<th>name</th>
<th>Function</th>
<th>Search range</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>Sum of Different Power</td>
<td>( f_1(x) = \sum_{i=1}^{30}</td>
<td>x_i</td>
</tr>
<tr>
<td>F2</td>
<td>Rosenbrock</td>
<td>( f_2(x) = \sum_{i=1}^{n-1} [100(x_{i+1} - x_i)^2 + (x_i - 1)^2] ),</td>
<td>[-30,30]</td>
</tr>
<tr>
<td>F3</td>
<td>Rastrigin</td>
<td>( f_3(x) = \sum_{i=1}^{n} [x_i^2 - 10\cos(2\pi x_i) + 10] ),</td>
<td>[-5.12,5.12]</td>
</tr>
<tr>
<td>F4</td>
<td>Griewank</td>
<td>( f_4(x) = \frac{1}{4000} \sum_{i=1}^{n} x_i^2 - \prod_{i=1}^{n} \cos\left(\frac{x_i}{\sqrt{i}}\right) + 1 ),</td>
<td>[-600,600]</td>
</tr>
</tbody>
</table>