Abstract—The feature weight calculation is an important part of question classification, feature weights directly affect the accuracy of the classification results, the traditional TFIDF algorithm is widely applied in the field, but it ignores the relationship between features and classes. Therefore, this paper introduces information entropy and mutual information to improve the traditional TFIDF; I convert the computed weight results into a space vector model format, and use the support vector machine (SVM) for question classification. Finally, I use TFIDF, TFIDF-MI and TFIDF-MI-E these three methods to calculate the feature weight, and compare the results of the classification experiments. The experimental results show that the accuracy, recall and F value of TFIDF-MI-E algorithm are higher than those of TFIDF and TFIDF-MI two algorithms.
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I. INTRODUCTION

The automatic question answering system is composed of three parts: preconditioning, information retrieval and answer extraction[1-2]. The question analysis is the basis of the latter two parts. After a series of semantic analysis and questioning classification, the information retrieval is narrowed and the answer is extracted more accurately. The question classification is the main part of the question analysis, which effectively reduces the number of candidate answers[1].

There are two general methods of classification: one is based on the rules of the method, the second is based on statistical methods, that is, machine learning methods, and now more is based on statistical methods. For the rule-based method it is to manually analyze the structure of the question, and extract the characteristics from it, then according to the rules to determine the type of question, subjective factors have great influence, flexibility is poor[3-4]. For the statistic-based approach, it is through statistical learning to extract accurate features from the question, and then use the classifier to classification of questions through learning[4], this classification method is more accurate.

For the question classification section, the basic part includes Chinese word segmentation, feature extraction, weight calculation and question classification. The choice of classifier is also an important factor in the classification of questions. Although the traditional TFIDF algorithm is applied to the calculation of feature weight, it has many shortcomings. In[5], it is mentioned that TFIDF ignores the relationship between the feature word and the category, And adjust the IDF by combining the information gain and the dispersion, suppress the high dependence of the IDF value on the document frequency, The author uses a feature fusion to improve the traditional TFIDF to achieve the extraction of keywords. In the literature[6], the mutual information is applied to the feature weighting method, and combined with some word frequency information and document frequency to achieve good classification results. In[8], the information gain is added to the TFIDF algorithm to obtain a certain classification effect. On this basis, the information entropy is added, and the accuracy of the classification is further improved. Therefore, this paper uses an improved TFIDF algorithm for questioning classification experiments, the classification effect has improved significantly. It is proved that this improved method can optimize the traditional TFIDF algorithm.

II. METHOD OF FEATURE WEIGHT CALCULATION

Before question classification, by quantifying the characteristic words to indicate the importance of his classification of questions, At present, the main method of calculating the weight of the characteristic word is Boolean weight method, square root weight method, logarithmic weight method, entropy-based weighting method and TFIDF (Term Frequency and Inverse Document Frequency) weight method [10]. In this paper, the following three weight calculation methods are briefly introduced.

A. TFIDF

TFIDF is a classical feature weight function in the vector space model. TFIDF calculate the weight of a feature word as formula (1)

$$w(d) = tf \times idf = f_d \times \log \frac{N}{n_d}$$  \hspace{1cm} (1)

Where,

a) $w(d)$ -- the weight of feature word $d$;

b) $f_d$ -- the frequency which feature $d$ appears in a document;

c) $N$ -- the total number of files;

d) $n_d$ -- the number of documents that feature $d$ appears.

Where $f$ is the entry frequency, which refers to the number of words $d$ appears in the text. IDF is the document frequency,
which refers to the number of documents that words $d$ appear in the entire document set, the fewer frequent words appear in the text, the more likely they are to express the content of the document. In addition, the more the word appear in the document set, the worse the division of the word and the smaller contribution to the classification. Therefore, in the traditional TFIDF feature selection method, the weight of the entry is proportional to the frequency of the entry, and inversely proportional to the document frequency.

TFIDF is a more traditional method of calculating the weight of the feature, the application is also more extensive. However, the traditional TFIDF algorithm is a problem, it can only reflect when a word appears more documents, the discriminative power is worse, and it does not recognize whether the document containing the word belongs to the same category, that is, the traditional TFIDF algorithm ignores the relationship between the feature word and the category.

B. Mutual Information

Mutual information in the sentence classification is the relationship between the characteristics and categories. We get the mutual information between $t_i$ and $C_j$ as formula (2)

$$I(t_i, C_j) = \log \frac{P(t_i|C_j)}{P(t_i)P(C_j)} \tag{2}$$

Where,

- $i$ -- the number of features;
- $j$ -- the number of categories;
- $I(t_i, C_j)$ -- the mutual information between $t_i$ and $C_j$;
- $P(t_i)$ -- the probability of all sentences with the characteristic $t_i$;
- $P(t_i|C_j)$ -- the probability that the sentence contains the feature $t_i$ and belongs to class $C_j$.

For multiple questionnaires, you can calculate the mutual information of the characteristics of each category, and then seek the average, We can get multi-category mutual information formula (3)

$$I_{ave}(t_i) = \sum_{j=1}^{n} P(C_j) I(t_i, C_j) \tag{3}$$

Mutual information is mainly applied to feature extraction, but it is also applied to the feature weight calculation, through the analysis of its formula that it fully expresses the relationship between the characteristic word and the category. But there is also a drawback that the frequency of occurrence relationship between the characteristic word and the category.

C. Information Entropy

Information entropy is the source of the uncertainty described[11]. Assuming the events $X (x_1, x_2 \ldots x_n)$, they occur at the probability of $P (p_1, p_2 \ldots p_n)$, then the corresponding information entropy formula is:

$$H(X) = -\sum_{i=1}^{n} P_i \log(P_i) \tag{4}$$

Where,

- $H(x)$ -- The entropy of event $X$;
- $P_i$ -- The probability of occurrence of the $i$th event;
- $n$ -- The number of events.

D. TFIDF-MI-E

For the shortcomings of the traditional TFIDF algorithm, the mutual information and TFIDF are combined to form the TFIDF-MI algorithm to improve the traditional TFIDF, but considering the shortcomings of mutual information, the concept of information entropy is introduced.

With the concept of information entropy, the relationship between the characteristic word and the document and the relationship between the characteristic word and the category are shown. The relationship is represented by the formula (5)

$$E = -\sum_{i=1}^{n} \frac{tf(t_i,d_j)}{tf(t_i)} \log \frac{tf(t_i,d_j)}{tf(t_i)} \tag{5}$$

Where,

- $E$ -- The entropy of the ratio of the frequency of the feature word appears in the document and the frequency of the feature word appears in the category;
- $tf(t_i,d_j)$ -- the word frequency of the characteristic word $t_i$ in the document;
- $tf(t_i)$ -- The number of events.

Integrate information entropy and mutual information to improve the traditional TFIDF, the formation of improved TFIDF-MI-E algorithm, The new weight calculation formula is (6)

$$W_{ij} = w(t_i) \ast I_{ave}(t_i, C_j) \ast E(t_i) \tag{6}$$

Where,

- $W_{ij}$ -- the weight of the feature word $t_i$ in text $C_j$;
- $w(t_i)$ -- the traditional tfidf calculates the weight of the feature word $t_i$ in the document;
- $I_{ave}(t_i, C_j)$ -- The mutual information between the feature $t_i$ and the category $C_j$;
- $E(t_i)$ -- The relationship between the word frequency in the class and the word frequency in the document.

The formula optimizes the traditional tfidf, which not only links the feature words to the category, but also does not forget to express the relationship between the characteristic word and the document, so that the characteristic words, documents and categories are cleverly combined.

III. QUESTIONING

A. Questioning System

Classification system is a simple question into the characters, places, numbers, time, entities, description 6 categories.
B. Space Vector Model

The vector space model, also known as VSM (Vector Space Model), is a classic text representation model proposed by Gerard Salton [12]. Without considering the order, the space vector model convert all the feature words into the space vector, so that the same word in the same column appears to facilitate the comparison of the question. This can improve the classification effect. It is similar to the Boolean model, but instead of 0,1 replaced by their own specific weight value [13].

C. Support Vector Machines

Support Vector Machine (SVM) is the first proposed by Corinna Cortes and Vapnik in 1995. It presents many unique advantages in solving small sample, nonlinear and high dimensional pattern recognition, and can be applied to other machine learning problems such as function fitting. The basic principle of SVM is to map the vector to high dimension space and establish the maximum interval hyperplane. We analyze the classification result by calculating the distance of parallel hyperplane. The bigger the distance, the better the classification effect. The method has achieved good classification effect. Therefore, this article uses SVM for classification.

IV. EXPERIMENTS

A. Experimental Data

The experimental data of this paper is to use some of the questions in the language technology platform of HIT Information Retrieval Research Center, which is divided into six categories: character, location, number, time, entity and description. The data set is shown in Table I.

B. Experimental Steps

The experimental steps in this paper are as follows:

1) Segmentation word with the word segmentation tool ikalyzer, remove the stop word after the word segmentation.

2) The word segmentation tool itself has the function of disambiguation, can directly eliminate the ambiguous word output, as the question is relatively short, no longer deal with the word after the disambiguation, directly to all words as a characteristic word.

3) This paper calculate the corresponding weight of each word though the improved feature weight calculation formula , according to VSM into a spatial vector model.

4) The data in the space vector model are converted into convert the data into a format that the classifier SVM can recognize by the format converter FormatDatalibsvm.

5) Each category with 120 questions to do training, 30 questions to do the test, the questioner is classified by the classifier SVM. The question is classified by SVM classifier.

6) Evaluate the classification results using recall rate, precision rate and F1 value respectively:

   a) the recall rate (R): (The number of relevant questions retrieved / search system in the total number of related questions) * 100%.

   b) the precision rate (P): (The number of relevant questions retrieved / the total number of questions retrieved) * 100%.

   c) \( F1=2PR/(P+R) \): It is used to comprehensively evaluate recall and precision.

C. Comparison of Experimental Results

In this paper, we use the traditional TFIDF algorithm, the algorithm of TFIDF and mutual information, and the algorithm of TFIDF and mutual information based on information entropy, and then calculate the corresponding weight of the feature word. The weight of the obtained feature word is transformed into a space vector model, which is classified by the classifier SVM. The classification results of the three methods are analyzed by comparing recall, precision and F1.

<table>
<thead>
<tr>
<th>category</th>
<th>TFIDF</th>
<th>TFIDF-MI</th>
<th>TFIDF-MI-E</th>
</tr>
</thead>
<tbody>
<tr>
<td>characters</td>
<td>13.3</td>
<td>63.3</td>
<td>96.7</td>
</tr>
<tr>
<td>numbers</td>
<td>90.0</td>
<td>96.7</td>
<td>96.7</td>
</tr>
<tr>
<td>time</td>
<td>50.0</td>
<td>80.0</td>
<td>90.0</td>
</tr>
<tr>
<td>entities</td>
<td>90.0</td>
<td>80.0</td>
<td>90.0</td>
</tr>
<tr>
<td>description</td>
<td>100.0</td>
<td>83.3</td>
<td>96.7</td>
</tr>
<tr>
<td>average</td>
<td>68.9</td>
<td>79.4</td>
<td>91.1</td>
</tr>
</tbody>
</table>

As can be seen from Table 2, the TFIDF-MI algorithm has a significant improvement in character and time categories, increasing by 50% and 30% respectively, and a slight decrease in the entity and description category, but the average is 10.5% higher than that of the traditional TFIDF. The TFIDF-MI-E algorithm has a slight decrease in the description category, and the average value is significantly higher than that of the former two, which is 22.2% higher than that of the TFIDF algorithm and 11.7% higher than the TFIDF-MI algorithm.

<table>
<thead>
<tr>
<th>category</th>
<th>TFIDF</th>
<th>TFIDF-MI</th>
<th>TFIDF-MI-E</th>
</tr>
</thead>
<tbody>
<tr>
<td>characters</td>
<td>100.0</td>
<td>79.2</td>
<td>82.9</td>
</tr>
<tr>
<td>numbers</td>
<td>96.4</td>
<td>85.3</td>
<td>96.7</td>
</tr>
<tr>
<td>time</td>
<td>100.0</td>
<td>80.0</td>
<td>100.0</td>
</tr>
<tr>
<td>entities</td>
<td>93.1</td>
<td>64.9</td>
<td>84.4</td>
</tr>
<tr>
<td>description</td>
<td>37</td>
<td>86.2</td>
<td>93.5</td>
</tr>
<tr>
<td>average</td>
<td>86.3</td>
<td>80.0</td>
<td>91.6</td>
</tr>
</tbody>
</table>

It can be seen from Table 3 that TFIDF-MI-E has been reduced in the category of characters and entities, and has improved in other categories. The final average is 5.3% higher than that of TFIDF algorithm and 11.6% higher than TFIDF-MI algorithm. It can also be seen that TFIDF-MI-E not
only improves the recall rate, but also improves the accuracy rate.

<table>
<thead>
<tr>
<th>category</th>
<th>TFIDF</th>
<th>TFIDF-MI</th>
<th>TFIDF-MI-E</th>
</tr>
</thead>
<tbody>
<tr>
<td>characters</td>
<td>23.5</td>
<td>70.4</td>
<td>89.3</td>
</tr>
<tr>
<td>places</td>
<td>79.2</td>
<td>78.5</td>
<td>83.7</td>
</tr>
<tr>
<td>numbers</td>
<td>93.1</td>
<td>90.6</td>
<td>96.7</td>
</tr>
<tr>
<td>time</td>
<td>66.7</td>
<td>80.0</td>
<td>94.7</td>
</tr>
<tr>
<td>entities</td>
<td>91.5</td>
<td>71.7</td>
<td>87.1</td>
</tr>
<tr>
<td>description</td>
<td>54.0</td>
<td>84.7</td>
<td>95.1</td>
</tr>
<tr>
<td>average value</td>
<td>68.0</td>
<td>79.3</td>
<td>91.1</td>
</tr>
</tbody>
</table>

Finally, through the comparison of the geometric mean of the two, as shown in Table 4, although the TFIDF-MI algorithm is lower than the TFIDF algorithm in the accuracy rate, the accuracy rate is improved when the precision and recall rate are taken into account. The average value is 11.3% higher than the TFIDF algorithm. TFIDF-MI-E algorithm is significantly improved, 23.1% higher than TFIDF, 11.8% higher than TFIDF-MI. From this we can see that the improved algorithm TFIDF-MI-E in this paper is very helpful to the question classification, which improves the effect of question classification, and paves the way for the future work of the intelligent question answering system.

V. CONCLUSION AND PROSPECT

In this paper, the traditional TFIDF algorithm is improved by introducing mutual information and information entropy, and the relationship between the characteristic word and the document and the relationship between the characteristic word and the category are expressed by entropy. Through the comparison test to analyze and evaluate the experimental results, it is found that the improved algorithm greatly improves the accuracy of classification, the accuracy rate of 91.1%. At the same time, it is found that accuracy rate of TFIDF-MI-E is higher than that of TFIDF-MI, and then the mutual information can be improved and then analyzed by experiment. After the VSM conversion of the weight calculation results, the number of 0 appears particularly large, resulting in a particularly large dimension, which may also affect the classification results. The main work of the next step is to study a dimension reduction algorithm, and then combine the improved algorithm to test the question classification.
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