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Abstract—This paper proposed a novel calibration algorithm for sensor position errors of moving sensors by using calibration emitters. The algorithm presented is based on time difference of arrival (TDOA) measurements received by sensor network with sensor position error. Firstly, the linear relation between sensor position errors and TDOA measurements is derived by Taylor’s series expansion. Then, a linear minimum mean square error (LMMSE) estimator of sensor position errors is derived based on the linear model. At last, on the assumption that sensor position errors of moving sensors are steady in a short time, a sequential LMMSE algorithm for sensor position errors estimation is proposed. Simulation results demonstrate the good performance of the proposed algorithm.
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I. INTRODUCTION

Source localization of a signal source is a fundamental problem in many signal processing applications, such as radar, navigation, search and rescue [1-3]. A large amount of localization algorithms using TDOAs have been proposed [4-9]. Most of these methods are able to achieve the Cramer-Rao lower bound (CRLB) accuracy on the assumption that the sensor positions are known exactly. Unfortunately, in most cases of practical applications, sensor position errors are unavoidable. The localization accuracy of these methods would be degraded significantly and no longer reach the CRLB accuracy.

Recently, in order to reduce and eliminate the influence of sensor position errors on source localization, a number of calibration algorithms have been proposed [10-14]. On the assumption that the sensor position errors have a statistics of zero-mean Gaussian characteristic, [10] has developed an improved solution. Although this method can reach CRLB accuracy, the localization accuracy is much worse than the one without sensor position errors. [11] studies the use of a single calibration emitter whose position is known exactly to reduce the loss in localization accuracy due to sensor position errors, this method is shown to reach the CRLB accuracy when the source is distant from the sensor array or when the signal-to-noise ratio (SNR) is sufficiently high. It is proved that a single calibration emitter is not able to completely eliminate the influence of sensor position errors on source localization accuracy. [12] extends the work in [11] by investigating the use of multiple calibration emitters to improve the source localization accuracy further. [13-16] analyze the performance of differential calibration algorithm by using calibration emitters. It is shown that differential calibration algorithm can completely remove system errors, but is not able to calibrate sensor position error efficiently.

In this paper, we proposed a novel calibration algorithm for sensor position errors of moving sensor by using calibration emitters. On the assumption that sensor position errors of moving sensors are steady in a short time, we exploit the sequential LMMSE algorithm to estimate sensor position errors. Simulation results demonstrate that the proposed sequential algorithm is more accurate and need less calibration emitters in comparison with the non-sequential algorithm.

II. PROBLEM FORMULATION

Assume there are \( M \) moving sensors and \( N \) calibration emitters in the localization scenario. The positions of the calibration emitters are denoted as \( c_j, j=1,2,\ldots,N \) which are known exactly. The true sensor positions \( s_i \) are not known and only the inaccurate sensor positions \( \tilde{s}_i \) are available. Mathematically, we have

\[
s_j = s_i + \delta_j, \quad i=1,2,\ldots,M
\]

where \( \delta_j \) is the position error in \( s_j \). The collection of \( s_i \) forms the \( 3M \times 1 \) sensor position vector

\[
s = s^* + \delta
\]

where \( s = [s_1, s'_1, \ldots, s_M, s'_M]^T \), \( s = [s^*_1, s^*_2, \ldots, s^*_M]^T \). We shall assume that \( \delta = [\delta_1, \delta'_1, \ldots, \delta_M]^T \) is a zero-mean Gaussian vector with covariance matrix \( \Sigma \).

The TDOAs of the received signals with respect to a reference sensor are estimated. Without loss of generality, we set the first sensor as the reference sensor. After multiplying by the known signal propagation speed \( c \), the range difference of arrivals (RDOA) measurements of the signal emitted from the \( j \) th calibration emitter between the \( i \) th sensor and the \( I \) th sensor can be denoted as...
$m^j_i = r^j_i + n^j_i$  \hspace{1cm} (3)

where $m^j_i$ is the RDOA measurements with noise $n^j_i$, $r^j_i$ is the true RDOA, and

$$r^j_i = \|c^j_i \cdot s_i^j\| - \|c^j_i \cdot s_i\| + \delta_i^j .$$  \hspace{1cm} (4)

For notation simplicity, we collect $m^j_i$, $i=1,2,\cdots M$, $j=1,2,\cdots N$ to form the $(M-1)N \times 1$ RDOA vector as

$$m = r + n$$  \hspace{1cm} (5)

where

$$m = [m_{11}, m_{12}, \cdots, m_{M1}, m_{21}, m_{22}, \cdots, m_{M2}, \cdots, m_{N1}, m_{N2}, \cdots, m_{MN}]^T$$

$$r = [r_{11}, r_{12}, \cdots, r_{M1}, r_{21}, r_{22}, \cdots, r_{M2}, \cdots, r_{N1}, r_{N2}, \cdots, r_{MN}]^T$$

$$n = [n_{11}, n_{12}, \cdots, n_{M1}, n_{21}, n_{22}, \cdots, n_{M2}, \cdots, n_{N1}, n_{N2}, \cdots, n_{MN}]^T .$$

III. SENSOR POSITION ERRORS ESTIMATE ALGORITHM

It is obvious that relations between the unknown sensor position errors and the known measurements is nonlinear. In order to simplify the problem, we should make it a linear relation. Since $s^j_i$ are not known and only $s_i$ are available, we substitute (1) into (4) and apply Taylor-series expansion up to first-order term to derive

$$r^j_i \approx \|c^j_i \cdot s_i^j\| - \|c^j_i \cdot s_i\| - \delta_i^j ,$$  \hspace{1cm} (6)

where $\rho_i^j$ is the unit vector from $s_i$ to $c_j$ and can be denoted as

$$\rho_i^j = \frac{c^j_i \cdot s_i}{c^j_i \cdot s_i}.$$  \hspace{1cm} (7)

Substituting (6) into (3), we arrive at

$$m_{ij}^j = \|c^j_i \cdot s_i\| - \|c^j_i \cdot s_i^j\| - \rho_i^j \delta_i^j + n^j_i .$$  \hspace{1cm} (8)

Expressing (8) in matrix form, we can obtain

$$h = G \delta + n$$  \hspace{1cm} (9)

where

$$h_j = [m_{j1}^1, \|c^j_1 \cdot s_i\| - \|c^j_1 \cdot s_i\|, \cdots, m_{j1}^M, \|c^j_M \cdot s_i\| - \|c^j_M \cdot s_i\|]^T$$

$$h = [h_1^T, h_2^T, \cdots, h_N^T]^T$$

$$G_j = \begin{bmatrix} -\rho_{c_i, s_i} & -\rho_{c_i, s_i} & \cdots \end{bmatrix}$$

$$G = [G_1^T, G_2^T, \cdots, G_N^T]^T .$$

Based on the Bayesian Gauss-Markov theorem, the LMMSE estimator of $\delta$, denoting it as $\hat{\delta}$, is

$$\hat{\delta} = \left(Q_s^{-1} + G_s^{T} Q_n^c G_s \right)^{-1} G_s^{T} Q_n^c h .$$  \hspace{1cm} (10)

Subtracting the estimated sensor position errors in (10) from $s$, we can obtain the improved sensor position as

$$\hat{s} = s - \hat{\delta} = s + \delta - \hat{\delta} .$$  \hspace{1cm} (11)

Since $\hat{\delta}$ is a LMMSE estimator, the covariance matrix of $\hat{s}$ is

$$\text{cov} (\hat{s}) = \text{cov} (\hat{\delta} - \delta) = \left(Q_s^{-1} + G_s^{T} Q_n^c G_s \right)^{-1} .$$  \hspace{1cm} (12)

IV. SEQUENTIAL LMMSE ALGORITHM

The LMMSE algorithm proposed in section III can reach high accuracy on the condition that the number of calibration emitters is large enough. Unfortunately, the number of calibration emitters is severely limited in practical applications, especially in geolocation. On the assumption that sensor position errors of moving sensors are steady in a short time, we exploit the sequential LMMSE algorithm to estimate sensor
position errors by using the TDOA measurements in different time. Since the sensors are moving, the TDOA measurements in different time are corresponding to different geometry, which is equivalent to calibration emitters in different positions.

The proposed sequential LMMSE algorithm for sensor position errors is as follow

i. Initialize the estimate of sensor position errors and the covariance of it.

\[
\hat{\delta}^{(0)} = E(\delta) = 0
\]

\[
Q^{(0)} = E[(\delta - \hat{\delta}^{(0)})(\delta - \hat{\delta}^{(0)})^T] = Q_s
\]

\[k = 0\]

ii. While \[\Delta Q^{(k)} = \text{trace}(Q^{(k)} - Q^{(k-1)}) > \varepsilon\] do

\[k = k + 1\]

\[
B^{(k)} = Q^{(k-1)}G^{(k)}(Q_m + G^{(k)}Q^{(k-1)}G^{(k)T})
\]

\[
\hat{\delta}^{(k)} = \hat{\delta}^{(k-1)} + B^{(k)}[h^{(k)} - G^{(k)}\hat{\delta}^{(k-1)}]
\]

\[
Q^{(k)} = (1 - B^{(k)}G^{(k)})Q^{(k-1)}
\]

end

iii. \[\hat{\delta} = \hat{\delta}^{(k)}\]

In the algorithm proposed above, \(\varepsilon\) is iteration threshold, \(G^{(k)}\) and \(h^{(k)}\) is defined as in (9) according to the \(k\) th TDOA measurements and the corresponding sensor position. \(I\) is an identity matrix in property size.

V. SIMULATIONS

In this section, we shall verify the performance of the proposed sequential LMMSE algorithm through simulation. The simulation scenario includes 3 sensors and 3 calibration emitters. The true sensor positions are listed in Table 1 and the known positions of calibration emitters are listed in Table 2. For simplification, we assume that only the 1st sensor is moving with velocity \(v = [100, 100]^T\) m/s and the others are stationary. The RDOA measurements are created by adding to the true values zero-mean white Gaussian noise with covariance matrix \(Q_s = \sigma_s^2 I\), where \(\sigma_s = 1e-9\) m and \(I\) is an identity matrix. We assume that sensor position errors are steady in an iteration process, but the noisy sensor positions in different iteration process are created by adding to the true values zero-mean white Gaussian noise with covariance matrix \(Q_s = \sigma_s^2 I\), where \(\sigma_s = 300\) m.

| TABLE I. TRUE POSITIONS OF SENSORS (IN KILOMETERS) |
|-----------------|-------------|
| sensor no. \(i\) | \(S_i^0\)   |
| 1               | (0,0)       |
| 2               | (10,0)      |
| 3               | (0,10)      |

| TABLE II. CALIBRATION EMITTER POSITIONS (IN KILOMETERS) |
|-----------------|-------------|
| calibration emitters no. \(j\) | \(\mathbf{c}_j\) |
| 1               | (50,80)     |
| 2               | (-100,10)   |
| 3               | (-60,30)    |

Figure 1 plots sensor position errors estimating accuracy in iteration process with different amount of calibration emitters. We use the Euclidean-distance between real sensor position errors and the estimating sensor position errors to assess the estimating accuracy, which is defined as \(D(\hat{\delta}^{(0)}) = \|\hat{\delta}^{(0)}\|\). When there is only the 1st calibration emitter, the iteration result may converge to locally optimal solution. When the amount of calibration emitters is more than one, the proposed sequential LMMSE algorithm doesn’t suffer from local convergence problem. By contrasting the case of 2 calibration emitters with the case of 3 calibration emitters, it can be shown that estimating accuracy is not affected with the amount of calibration emitters. On the contrary, convergence rate of the proposed algorithm is severely affected with the amount of calibration emitters, the bigger the amount of calibration emitters is, the faster the convergence rate is.

![Figure 1. Estimating accuracy in iteration process](image-url)

To illustrate the good performance of the proposed sequential LMMSE algorithm, a comparison between the estimating accuracy of sequential LMMSE algorithm and that of LMMSE algorithm is made when there are 2 calibration emitters. Figure 2 shows that the estimating accuracy of LMMSE algorithm is almost invariable with the changing of TDOA measurements. On the contrary, the estimating accuracy of sequential LMMSE algorithm is becoming more accurate.
with the iteration number increasing. It is obvious the estimating accuracy of sequential LMMSE algorithm is more accuracy than that of LMMSE algorithm.

![Comparison between sequential LMMSE and LMMSE](image)

**FIGURE II. COMPARISON BETWEEN SEQUENTIAL LMMSE AND LMMSE**

VI. CONCLUSION

In this paper, we proposed a novel calibration algorithm for sensor position errors of moving sensors by using calibration emitters. At first, we derive the linear relation between sensor position errors and TDOA measurements by Taylor's series expansion. Then we establish a LMMSE estimator for sensor position errors based on the linear model. At last, on the assumption that sensor position errors of moving sensors are steady in a short time, the sequential LMMSE algorithm is exploited to estimate sensor position errors. Simulation results shows that the proposed sequential LMMSE algorithm for sensor position errors is more accuracy and need less amount of calibration emitters than LMMSE algorithm.
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