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Abstract

The hesitant fuzzy linguistic term set (HFLTS) and the linguistic distribution (LD) are becoming popular tools to describe decision makers’ linguistic preferences. By combining HFLTS and LD, this paper proposes a new concept called hesitant linguistic distribution (HLD), and then presents the transformation between HLDs and LDs and the basic comparison and aggregation operations to perform on HLDs. Following, comparisons among several linguistic expressions are made. Finally, the use and behavior mechanism of HLD in multiple attribute group decision making is demonstrated.
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1. Introduction

Linguistic decision making in which linguistic information is utilized to describe decision makers’ preferences/opinions qualitatively is a common activity in our daily life, and different linguistic approaches have been proposed to deal with computing with words (CW) [11, 16, 19, 26, 36] in linguistic decision making problems. The two classical linguistic computation models: (1) the semantic model [26] and (2) the symbolic model [20, 21] have been intensively studied. Especially, the 2-tuple linguistic representation model [13], which avoids the computation weakness in information loss, has been widely applied (e.g., [4, 17, 22, 23, 24]). Furthermore, different progress has been made based on the 2-tuple linguistic model, such as the linguistic hierarchy model [12, 14], multi-granular linguistic model [25, 27], the proportional 2-tuple linguistic model [32] and the numerical scale model [5, 9].

In the above mentioned models, decision makers can only utilize single linguistic terms to elicit their preferences, which restricts decision makers from expressing their opinions with flexible and rich linguistic expressions [15, 30]. To address this issue, Rodriguez et al. [31] introduced the concept of hesitant fuzzy linguistic term set (HFLTS) taking decision makers’ hesitancy among different linguistic terms into consideration. Based on the use of HFLTS, Beg and Rashid [1] proposed a TOPSIS method to aggregate HFLTSs in multi-criteria decision making. Liu and Rodriguez [18] proposed the fuzzy envelope to carry out the CW processes of HFLTSs. Wei et al. [33] introduced the aggregation operators and comparisons of HFLTSs. Dong et al. [3] presented a novel approach to deal with consensus reaching process with hesitant linguistic assessments in group decision making. The recent progress of the HFLTS in decision making can be found in the position paper (see Rodriguez et al. [29]).
Different from the HFLTS which does not consider the symbolic proportion information of the terms, Zhang et al. [39] proposed the linguistic distribution (LD) in which symbolic proportions are assigned to all the terms in a linguistic term set. Dong et al. [7] introduced the unbalanced LD with interval symbolic proportions in multi-granular context. Wu and Xu [34] proposed the possibility distributions for HFLTS with symbolic proportions uniformly distributed over the terms in an HFLTS. Chen et al. [2] proposed the proportional hesitant fuzzy linguistic term set which includes the proportional information of generalized linguistic terms. Zhang et al. [41] discussed the LDs in large-scale multi-attribute group decision making (MAGDM). Pang et al. [28], Guo et al. [10] and Wu and Dong [35] discussed the cases of LDs with incomplete information.

However, in the LD and its variants, all symbolic proportion information of these expressions are focused on single terms, and in some situations decision makers have to express symbolic proportion information over HFLTSs. For example, an expert is asked to evaluate on a football player according to the player’s past performances. The established linguistic term set is \( S = \{\text{very poor}, s_1 : \text{poor}, s_2 : \text{slightly poor}, s_3 : \text{medium}, s_4 : \text{slightly good}, s_5 : \text{good}, s_6 : \text{very good}\} \).

When evaluating, the expert considers that the proportion of the performance ‘good’ is 0.3, the performance ‘slightly good’ is 0.2 and the performance ‘very good’ is 0.2. But the expert hesitates among the terms ‘very poor’, ‘poor’, and ‘slightly poor’ and ‘medium’ and he/she could just be sure that the proportion of the performance ‘no better than medium’ is 0.3. In this situation, the evaluation provided by the expert can be described by \( \{(s_0, s_1, s_2, s_3, 0.3), (s_4, 0.3), (s_5, 0.2), (s_6, 0.2)\} \), and the expert doesn’t provide the proportion information for single terms in \( \{s_0, s_1, s_2, s_3\} \) but a sum proportion for the HFLTS \( \{s_0, s_1, s_2, s_3\} \). In this paper, we call this kind of evaluation information hesitant linguistic distribution (HLD). We will present the basic operations including the comparison and aggregation operations to perform on HLDs, and will also propose the comparisons among several linguistic expressions to show that the HLD is their generalization.

The rest of this paper is organized as follows. Section 2 introduces the basic knowledge regarding the 2-tuple linguistic model, HFLTS, and LD. Then, Section 3 proposes the HLD and its basic operations. Next, Section 4 presents the comparisons among several linguistic expressions. Following, in Section 5 we discuss the use and behavior mechanism of HLD in multi-attribute decision making (MAGDM). Finally, conclusion remarks are included in Section 6.

2. Preliminaries

This section introduces the basic knowledge regarding the 2-tuple linguistic model, HFLTS and LD. The introduction of the 2-tuple linguistic model is very necessary because (1) it provides the basis for CW in this paper, and (2) HFLTS and LD are both its generalization.

2.1. The 2-tuple linguistic model

Let \( S = \{s_0, s_1, ..., s_g\} \) be a linguistic term set with odd cardinality satisfying [11, 13, 19]:

1. The set is ordered: \( s_j \geq s_k \) if \( k \geq t \);
2. There is a negation operator: \( \text{neg}(s_i) = s_j \) such that \( k + t = g \).

\( g + 1 \) is called the cardinality of \( S \) and the term \( s_k \) \((k = 0, 1, ..., g)\) represents a possible value for a linguistic variable. The basic notations and operation laws of linguistic variables are introduced in [37].

Herrera and Martínez [13] proposed the 2-tuple linguistic model.

**Definition 1** [13]: Let \( S = \{s_0, s_1, ..., s_g\} \) be as before and \( \alpha \in [0, g) \) be a value representing the result of a symbolic proportion of \( (s_1, \beta) \) that expresses the equivalent information to \( \alpha \) is obtained by the function:

\[
\Delta : [0, g) \rightarrow S \times \{(-0.5, 0.5)\} \tag{1}
\]

where \( \Delta(\alpha) = (s_k, \beta) \) with \( s_k = \text{round}(\alpha) \), \( \beta = \alpha - k, \beta \in [-0.5, 0.5) \), with \text{round} being the usual rounding operation. The set of all linguistic 2-tuples is denoted by \( \overline{S} \), i.e., \( \overline{S} = \{(s_i, \beta) | s_i \in S, \beta \in [-0.5, 0.5), k = 0, 1, ..., g\} \).

Clearly, \( \Delta \) is a one to one mapping function and the inverse function of \( \Delta \) is:

\[
\Delta^{-1} : \overline{S} \rightarrow [0, g] \tag{2}
\]

with \( \Delta^{-1}(s_i, \beta) = k + \beta \).

For any linguistic 2-tuple of \( \overline{S} \), there are the following computational operations:

1. Negation operation:
   \( \text{Neg}(s_i, \beta) = \Delta(g - (\Delta^{-1}(s_i, \beta))) \).
2. Comparison operation:
   Let \( (s_i, \beta) \) and \( (s_j, \beta_j) \) be two linguistic 2-tuples.
(i) If \( k < t \), then \((s_i, \beta_i)\) is smaller than \((s_j, \beta_j)\);

(ii) If \( k = t \),

(a) \( \beta_1 = \beta_2 \), then \((s_i, \beta_i)\) and \((s_j, \beta_j)\) represent the same information;

(b) \( \beta_1 < \beta_2 \), then \((s_i, \beta_i)\) is smaller than \((s_j, \beta_j)\).

Several aggregation operators such as the linguistic weighted average (WA) operator and the ordered weighted average (OWA) operator have been developed (see [13, 20, 21]).

### 2.2. Hesitant fuzzy linguistic term set

The 2-tuple linguistic model proposed by Herrera and Martínez [13] can deal with linguistic information with single terms. However, there are situations that single terms cannot handle. For example, the coach may hesitate among several terms when he/she is not sure whether the performance of the player is ‘slightly good’ or ‘good’ or ‘very good’. To overcome the limitations, Rodríguez et al. [31] proposed the concept of HFLTS in which multiple consecutive terms are allowed to represent a decision maker’s hesitant preference. The concepts of HFLTS and its envelope are introduced as Definitions 2 and 4.

**Definition 2** [31]: Let \( S = \{s_1, s_2, \ldots, s_k\} \) be a linguistic term set, and an HFLTS, denoted as \( H^S \), is an ordered finite subset of the consecutive linguistic terms of \( S \).

If \( H^S = \{\} \), \( H^S \) is called an empty HFLTS; if \( H^S = S \), \( H^S \) is called a full HFLTS.

**Definition 3** [31]: Let \( S = \{s_1, s_2, \ldots, s_k\} \) be a linguistic term set, and let \( H^S \) be an HFLTS. The upper bound \( H^S \) and lower bound \( \hat{H}^S \) of \( H^S \) are defined as:

1. \( H^S = \text{max}(s_k) = s_j, s_k \in H^S \) and \( s_k \leq s_j \forall k \);
2. \( \hat{H}^S = \text{min}(s_k) = s_j, s_k \in H^S \) and \( s_k \geq s_j \forall k \).

**Definition 4** [31]: Let \( S = \{s_1, s_2, \ldots, s_k\} \) be a linguistic term set, and the envelope of the HFLTS, \( \text{env}(H^S) \), is a linguistic interval whose limits are obtained by the upper bound (max) and lower bound (min). Hence

\[
\text{env}(H^S) = [H^S, \hat{H}^S], \quad H^S \leq \hat{H}^S.
\]

For any two HFLTSs \( H^S_1 \) and \( H^S_2 \), there is the following comparison operation:

1. \( H^S_1 > H^S_2 \) if and only if \( \text{env}(H^S_1) > \text{env}(H^S_2) \);
2. \( H^S_1 = H^S_2 \) if and only if \( \text{env}(H^S_1) = \text{env}(H^S_2) \).

The details for the HFLTS can be found in Rodríguez et al. [31].

### 2.3. Linguistic distribution

Zhang et al. [39] and Dong et al. [7] proposed the concept of linguistic distribution, as Definition 5.

**Definition 5** [7, 39]: Let \( S = \{s_1, s_2, \ldots, s_k\} \) be a linguistic term set. Let \( m = \{(s_i, \beta(s_i)) | k = 0, 1, \ldots, g\} \), where \( \beta(s_i) \) is the symbolic proportion of \( s_i \), \( \beta(s_i) \geq 0 \), and \( \sum \beta(s_i) = 1 \). Then \( m \) is called a linguistic distribution (LD) over \( S \).

Let \( m = \{(s_i, \beta(s_i)) | k = 0, 1, \ldots, g\} \) be an LD over \( S \). Then the expectation of \( m \) is defined as [7, 39]:

\[
E(m) = \Delta \sum_{i=0}^{\Delta} \beta(s_i) \rangle \Delta^{-1}(s_i)
\]

where \( E(m) \in \hat{S} \).

For any LD over \( S \), there are the following operations:

1. Negation operation:
   \[ \text{Neg}(\{(s_i, \beta(s_i))) = \{(s_i, \beta(s_{g-i}))\}, \quad k = 0, 1, \ldots, g \].
2. Comparison operation:

   (i) If \( E(m_1) < E(m_2) \), \( m_1 \) is smaller than \( m_2 \);

   (ii) If \( E(m_1) = E(m_2) \), \( m_1 \) and \( m_2 \) have the same expectation. Zhang et al. [41] discussed the situation when \( E(m_1) = E(m_2) \).

The weighted average operator and the ordered weighted average operator of LD have been developed (see [7, 39]).

In Wu and Dong [35], LD was generalized to incomplete linguistic distribution as Definition 6.

**Definition 6** [35]: Let \( S = \{s_1, s_2, \ldots, s_k\} \) be a linguistic term set. Let \( m = \{(s_i, \beta(s_i)) | k = 0, 1, \ldots, g\} \), where \( \beta(s_i) \in [0,1] \cup \{\text{null}\} \). Then

1. If \( \beta(s_i) \in [0,1] \forall s_i \in S \) and \( \sum_{i=0}^{g} \beta(s_i) = 1 \), then \( \beta(s_i) \) is called the symbolic proportion of \( s_i \) and \( m \) is a complete linguistic distribution (CLD), denoted as \( m^C \) (refer to [39]).

2. If there exists \( \beta(s_i) = \text{null} \) and \( \sum_{s_i} \beta(s_i) < 1 \), then \( m \) is called an incomplete linguistic distribution (ILD) over \( S \) denoted as \( m^I \).
The possibility distribution for HFLTSs proposed in Wu and Xu [34], in which the sum of the symbolic proportions of an HFLTS of \( S \) equals to one, is a special CLD.

3. The hesitant linguistic distribution and its operations

The symbolic proportion information of LDs are over simple terms. However, in some situations, decision makers cannot provide symbolic proportion information for simple terms. Instead, they may hesitant among several consecutive terms and provide a sum of proportions for an HFLTS. In order to deal with this situation, in this section we propose the concept of hesitant linguistic distribution (HLD) and some of its operations.

3.1. Definition of the hesitant linguistic distribution

Let \( S = \{s_0, s_1, ..., s_n\} \) be a linguistic term set, and let \( H^S \) be an HFLTS of \( S \). Then the set of all HFLTSs of \( S \) is denoted as \( H \) in this paper.

The concept of the HLD can be formally defined as Definition 7.

**Definition 7.** Let \( S = \{s_0, s_1, ..., s_n\} \) and \( H \) be as before, the HLD is defined as:

\[
M = \{(H^S_i, \beta(H^S_i)) \mid H^S_i \in H\},
\]

where \( H^S_i = (s_{I_0}, s_{I_1}, ..., s_{I_m}) \) and \( \beta(H^S_i) \in [0,1] \cup \{\text{null}\} \). In the HLD \( M \), \( \beta(H^S_i) \) is called the symbolic proportion of \( H^S_i \) if \( \beta(H^S_i) \neq \text{null} \).

Further, we consider two cases:

1. If \( \sum_{H^S_i \in H \land \beta(H^S_i) \neq \text{null}} \beta(H^S_i) \geq 1 \), we normalize the symbolic proportions \( \beta(H^S_i) \), and let

\[
\beta(H^S_i) = \begin{cases} 
\frac{\beta(H^S_i)}{\sum_{H^S_i \in H \land \beta(H^S_i) \neq \text{null}} \beta(H^S_i)}, & \text{if } \beta(H^S_i) \neq \text{null} \\
\text{null}, & \text{if } \beta(H^S_i) = \text{null}
\end{cases}
\]

The normalized \( M \) denoted as \( M^N \) is a complete hesitant linguistic distribution (CHLD) over \( S \).

2. If \( \sum_{H^S_i \in H \land \beta(H^S_i) \neq \text{null}} \beta(H^S_i) < 1 \), \( M \) is an incomplete hesitant linguistic distribution (IHLD) over \( S \).

**Example 1.** Let \( S = \{s_0, s_1, s_2, s_3, s_4, s_5\} \) be a linguistic term set. Then the set of all HFLTSs of \( S \) is:

\[
H = \{\{s_0, s_1, s_2, s_3, s_4, s_5\}, \{s_0, s_1, s_2, s_3, s_4\}, \{s_0, s_1, s_2, s_3\}, \{s_0, s_1, s_2\}, \{s_0, s_1\}, \{s_0\}, \{s_1, s_2, s_3, s_4, s_5\}, \{s_1, s_2, s_3, s_4\}, \{s_1, s_2, s_3\}, \{s_1, s_2\}, \{s_1\}, \{s_2, s_3, s_4, s_5\}, \{s_2, s_3, s_4\}, \{s_2, s_3\}, \{s_2\}, \{s_3, s_4, s_5\}, \{s_3, s_4\}, \{s_3\}, \{s_4, s_5\}, \{s_4\}, \{s_5\}\}
\]

and \( M = \{(s_0, s_1, 0.2), (s_2, s_3, s_4, 0.3), (s_5, s_6, 0.3), (s_7, s_8, 0.1)\} \). Normalized \( M \) is:

\[
M^N = \{(s_0, s_1, 0.17), (s_2, s_3, s_4, 0.25), (s_5, s_6, 0.25), (s_7, s_8, 0.08)\}
\]

which is an IHLD over \( S \).

3.2. The transformation and comparison operations

After introducing the concept of the HLD, it is necessary to introduce its operations. First, we propose a transformation approach between LD and HLD. Let \( H^S = \{s_{I_0}, s_{I_1}, ..., s_{I_m}\} \in H \), and the basic idea of the transformation approach is to averagely assign the symbolic proportions \( \beta(H^S_i) \) of \( H^S_i \) over the single terms \( s_{I_0}, s_{I_1}, ..., s_{I_m} \).

The transformation approach between LD and HLD can be formally presented as Algorithm I.

**Algorithm I.**

**Input:** The HLD \( M = \{(H^S_i, \beta(H^S_i)) \mid H^S_i \in H\} \).

**Output:** The transformed LD \( M^* = \{(s_k, \alpha_k) \mid k = 0,1,...,g\} \).

**Step 1:** Let \( \alpha_k = 0 \) and \( \beta_k = -1 \) \( (k = 0,1,...,g) \).

**Step 2:** Let \( H^S \) be any HFLTS in \( H \), and \( \beta(H^S) \neq \text{null} \). For any \( s_k \in H^S \), then let \( \beta_k = 1 \) and \( \alpha_k = \alpha_k + \frac{\beta(H^S_k)}{\#(H^S)} \), where \( \#(H^S) \) is the number of terms in \( H^S \). Let \( H = H - H^S \).

**Step 3:** If \( H \neq \text{null} \), go to Step 2; otherwise, if \( \beta_k = -1 \), then let \( \alpha_k = \text{null} \). Let \( M^* = \{(s_k, \alpha_k) \mid k = 0,1,...,g\} \) and output \( M^* \).

We call \( M^* \) the transformed LD of \( M \).

Next, we present an example to illustrate the transformation between LD and HLD.
Example 2. Continuing Example 1. Based on Algorithm 1, the CHLD $M^N_i$ and HLD $M_2$ can be transformed into the LDs $M^N_i$ and $M_2^*$ as follows:

$$M^N_i = \{(s_0, 0.2), (s_1, 0.1), (s_2, 0.1), (s_3, 0.15)\},$$

$$M_2^* = \{(s_0, 0.2), (s_1, 0.1), (s_2, 0.1), (s_3, 0.15)\}.$$

Proposition 1: Let $M = \{(H^s_i, \beta(H^s_i)) \mid H^s_i \in H\}$ be an HLD, and $M^* = \{(s_i, \beta(s_i)) \mid k = 0, 1, \ldots, g\}$ be the transformed LD of $M$. Then,

1. if $\sum_{H^s_i \in \beta(H^s_i) \neq \text{null}} \beta(H^s_i) = 1$, then $\sum_{k=0}^g \beta(s_k) = 1$

and $M^*$ is a CLD;

2. if $\sum_{H^s_i \in \beta(H^s_i) \neq \text{null}} \beta(H^s_i) < 1$, then $\sum_{k=0}^g \beta(s_k) < 1$

and $M^*$ is an ILD.

Proof. Let $\varphi(k,i) = 0$, if $s_i \notin H^s_i \in H$. Then according to Algorithm 1, we have

$$\alpha_k = \sum_{H^s_i \in \beta(H^s_i) \neq \text{null}} \beta(H^s_i) \varphi(k,i).$$

As $\sum_{H^s_i \in \beta(H^s_i) \neq \text{null}} \varphi(k,i) = \#(H^s_i)$, so

$$\alpha_k = \sum_{H^s_i \in \beta(H^s_i) \neq \text{null}} \beta(H^s_i).$$

Let $M^* = \{(s_i, \alpha_k) \mid k = 0, 1, \ldots, g\}$. Then if

$$\sum_{H^s_i \in \beta(H^s_i) \neq \text{null}} \beta(H^s_i) = 1,$$

we have $\sum_{k=0}^g \alpha_k = 1$ and $M^*$ is a CLD; if

$$\sum_{H^s_i \in \beta(H^s_i) \neq \text{null}} \beta(H^s_i) < 1,$$

we have $\sum_{k=0}^g \alpha_k < 1$ and $M^*$ is an ILD.

This completes the proof of Proposition 1. □

Proposition 1 indicates that based on Algorithm 1 the HLD $M = \{(H^s_i, \beta(H^s_i)) \mid H^s_i \in H\}$ can be transformed into a CLD if

$$\sum_{H^s_i \in \beta(H^s_i) \neq \text{null}} \beta(H^s_i) = 1$$

and an ILD if

$$\sum_{H^s_i \in \beta(H^s_i) \neq \text{null}} \beta(H^s_i) < 1.$$

Next, we define the comparison operations of any two HLDs based on the use of expectation and variation of transformed LD.

Definition 8: Let $M$ and

$$M^* = \{(s_i, \beta(s_i)) \mid k = 0, 1, \ldots, g\}$$

be as before. Then the expectation and variation of $M$ are defined as Eqs. (4) and (5):

$$E(M) = \Delta \sum_{s_i \in S, \beta(s_i) \neq \text{null}} \beta(s_i) \times \Delta^{-1}(s_i) \quad (4)$$

and

$$V(M) = \sum_{s_i \in S, \beta(s_i) \neq \text{null}} \beta(s_i) \times (E(M) - \Delta^{-1}(s_i))^2 \quad (5)$$

where $(s_i, \beta(s_i)) \in M^* (k = 0, 1, \ldots, g)$.

Let $M_1$ and $M_2$ be two HLDs over $S$, and the comparison operations between $M_1$ and $M_2$ are as follows.

1. If $E(M_1) < E(M_2)$, then $M_1 < M_2$;
2. If $E(M_1) > E(M_2)$, then $M_1 > M_2$;
3. If $E(M_1) = E(M_2)$, then
   i. If $V(M_1) < V(M_2)$, then $M_1 > M_2$;
   ii. If $V(M_1) > V(M_2)$, then $M_1 < M_2$;
   iii. If $V(M_1) = V(M_2)$, then there is no difference between $M_1$ and $M_2$.

Next, we present an example to illustrate the comparison operations.

Example 3. Continuing Example 2. As $E(M_1) = 3.4 > E(M_2) = 2.45$, we have $M_1 > M_2$.

3.3. Aggregation operations for HLDs

In this section, we introduce the weighted average operator and the ordered weighted average operator for HLDs.

For any two HLDs, the weighted union of them is defined as Definition 9.

Definition 9: Let $S = \{s_0, s_1, \ldots, s_g\}$ and $H$ be as before, and let $M_1 = \{(H^s_1, \beta(H^s_1)) \mid H^s_1 \in H\}$ and $M_2 = \{(H^s_2, \beta(H^s_2)) \mid H^s_2 \in H\}$ be two HLDs over $S$ where $\beta(H^s_1) \in \[0,1]\} \cup \{\text{null}\}$ and $\beta(H^s_2) \in \[0,1]\} \cup \{\text{null}\}$. Let $w_1$ and $w_2$ be the corresponding weights, where $w_1, w_2 \geq 0$ and $w_1 + w_2 = 1$. Then the weighted union of $M_1$ and $M_2$ is defined as

$$U(M_1, M_2) = U(w_1 M_1, w_2 M_2),$$

where $U(w_1 M_1, w_2 M_2) = \{(H^s, \beta(H^s)) \mid H^s \in H\}$ with

$$w_1 M_1 = \{(H^s_1, \beta(H^s_1)) \mid H^s_1 \in H\}$$

and

$$w_2 M_2 = \{(H^s_2, \beta(H^s_2)) \mid H^s_2 \in H\}.$$
Example 4. Continuing Example 2. Suppose the weights for $M_1$ and $M_2$ are $w_1 = 0.6$ and $w_2 = 0.4$. Then

$$U(M_1, M_2)_{w_1, w_2} = U(0.6 M_1, 0.4 M_2)$$

$$= \{(s_0, s_0, 0.08), (\{s_0, s_1\}, 0.102), (\{s_0, s_2\}, 0.08),$$

$$\{(s_2, s_3, s_4), 0.15\}, (\{s_3, s_4\}, 0.27), (\{s_4, s_5\}, 0.15),$$

$$\{(s_5, s_6), 0.08\}, (s_6, 0.08)\}$$

Based on Definition 9, we introduce the weighted average operator and the ordered weighted average operator for HLDs as Definitions 10 and 11.

**Definition 10**: Let $S = \{s_0, s_1, ..., s_n\}$ and $H$ be as before, and let $\{M_1, M_2, ..., M_n\}$ be a set of HLDs over $S$. Then $M_j = \{(H^j_0, \beta(H^j_0)) | H^j_0 \in H\}$ ($j = 1, 2, ..., n$), and let $w = \{w_1, w_2, ..., w_n\}$ be an associated weighting vector satisfying $w_j \geq 0$ and $\sum_{j=1}^{n} w_j = 1$. Then the weighted average operator for $\{M_1, M_2, ..., M_n\}$ is defined as:

$$HLDW(M_1, M_2, ..., M_n)_{w} = U(w_1 M_1, U(w_2 M_2, ..., w_n M_n))$$

(7)

**Definition 11**: Let $S = \{s_0, s_1, ..., s_n\}$ and $H$ be as before, and let $\{M_1, M_2, ..., M_n\}$ be a set of HLDs over $S$. Then $M_j = \{(H^j_0, \beta(H^j_0)) | H^j_0 \in H\}$ ($j = 1, 2, ..., n$), and let $w = \{w_1, w_2, ..., w_n\}$ be an associated weighting vector satisfying $w_j \geq 0$ and $\sum_{j=1}^{n} w_j = 1$. Then the ordered weighted average operator for $\{M_1, M_2, ..., M_n\}$ is defined as:

$$HLDOWA(M_1, M_2, ..., M_n)_{w} = U(w_1 M_{\sigma(1)}, U(w_2 M_{\sigma(2)}, ..., w_n M_{\sigma(n)}))$$

(8)

where $(\sigma(1), \sigma(2), ..., \sigma(n))$ is a permutation of $\{1, 2, ..., n\}$ such that $M_{\sigma(j-1)} > M_{\sigma(j)}$ for $j = 1, 2, ..., n$.

Example 5: Continuing examples 1-3. Let $\{M_1, M_2, M_3, M_4, M_5\}$ be a set of HLDs over $S$, where $M_1$, $M_2$, and $M_3$ are as follows:

$$M_3 = \{(s_0, s_1, s_2, 0.1), (s_1, s_3, 0.2), (s_2, s_4, s_5, 0.4), (s_3, s_4, s_5, 0.3)\}$$

Then

$$M_4 = \{(s_0, s_1, s_2, 0.3), (s_1, s_3, 0.4), (s_2, s_4, s_5, 0.3)\}$$

and

$$M_5 = \{(s_0, s_1, s_2, 0.1), (s_1, s_3, 0.2), (s_2, 0.2),$$

$$\{(s_3, s_4, s_5, 0.5)\})$$

Without loss of generality, assume that $w = (0.2, 0.3, 0.2, 0.2, 0.1)^T$. Then

$$HLDOWA(M_1, M_2, M_3, M_4, M_5) = U(w_1 M_1, U(w_2 M_2, w_3 M_3, w_4 M_4, w_5 M_5))$$

$$= \{(s_0, 0.06), (s_1, s_2, s_3, 0.065), (s_2, s_3, s_4, s_5, 0.06),$$

$$\{(s_3, s_4, s_5, 0.02), (s_4, s_5, 0.1), (s_3, s_4, s_5, 0.08),$$

$$\{(s_4, s_5, 0.018), (s_5, 0.016)\}}$$

Based on Definition 8, we have:

$$E(M_1) > E(M_2) > E(M_3) > E(M_4) > E(M_5)$$

So,

$$HLDOWA(M_1, M_2, M_3, M_4, M_5) = U(w_1 M_1, U(w_2 M_2, w_3 M_3, w_4 M_4, w_5 M_5))$$

$$= \{(s_0, 0.06), (s_1, s_2, s_3, 0.039), (s_2, s_3, s_4, s_5, 0.06),$$

$$\{(s_3, s_4, s_5, 0.02), (s_4, s_5, 0.1), (s_3, s_4, s_5, 0.08),$$

$$\{(s_4, s_5, 0.14), (s_5, 0.016)\}}$$

Following, we discuss the desirable properties of the proposed operators. We take the ordered weighted average operator as example, and the properties of the weighted average operator are similar with the ordered weighted average operator.

**Property 1**: Let $\{M_1, M_2, ..., M_n\}$ and $w = \{w_1, w_2, ..., w_n\}$ be as before. For any HLDOWA operator, $HLDOWA(M_1, M_2, ..., M_n)$ is an HLD over $S$.

Proof: Based on Definition 11, we have

$$HLDOWA(M_1, M_2, ..., M_n)_{w} = U(w_1 M_{\sigma(1)}, U(w_2 M_{\sigma(2)}, ..., w_n M_{\sigma(n)}))$$

where $M_{\sigma(i)}$ is the $i$th largest HLD in $\{M_1, M_2, ..., M_n\}$. According to the definition of the HLD (Definition 7) and Definition 9, we can easily obtain that $HLDOWA(M_1, M_2, ..., M_n)$ is an HLD over $S$.

This completes the proof of Property 1.

**Property 2**: For any HLDOWA operator

$$\min_j \{M_j\} \leq HLDOWA(M_1, M_2, ..., M_n) \leq \max_j \{M_j\}$$

(9)

Proof: Let $M_j^*$ be the transformed LD associated with $M_j$. According to the comparisons for HLD, we have
\[ \min_j \{E(M_j)\} = \min_j \{\Delta \sum_{k=0}^{g} \beta(s_{k,\sigma(j)}) \times \Delta^{-1}(s_{k,\sigma(j)})\} \]
\[ \leq \sum_{j=1}^{n} (w_j \times \Delta (\sum_{k=0}^{g} \beta(s_{k,\sigma(j)}) \times \Delta^{-1}(s_{k,\sigma(j)}))) \]
\[ = E(HLDOWA(M_1, M_2, ..., M_n)) \]
\[ \leq \max_j \{\Delta (\sum_{k=0}^{g} \beta(s_{k,\sigma(j)}) \times \Delta^{-1}(s_{k,\sigma(j)}))\} \]
\[ = \max_j \{E(M_j)\} \]

where \((s_{k,\sigma(j)}), \beta(s_{k,\sigma(j)})\) \(\in M_{\sigma(j)}^*\) and \(M_{\sigma(j)}^*\) is the jth largest in \(\{M_{\sigma_1}^*, M_{\sigma_2}^*, ..., M_{\sigma_n}^*\}\).

That is, \[ \min_j \{M_j\} \leq HLDOWA(M_1, M_2, ..., M_n) \leq \max_j \{M_j\}. \]

This completes the proof of Property 2. \(\square\)

**Property 3** (Commutativity). Let \(\{M_1, M_2, ..., M_n\}\) be a set of HLDs over \(S\), and \(\{D_1, D_2, ..., D_n\}\) be a permutation of \(\{M_1, M_2, ..., M_n\}\). Then, for any HLDOWA operator

\[ HLDOWA(M_1, M_2, ..., M_n) = HLDOWA(D_1, D_2, ..., D_n). \] (10)

Proof. Let \((\sigma(1), \sigma(2), ..., \sigma(n))\) be a permutation of \(\{1, 2, ..., n\}\) such that \(M_{\sigma(j-1)} > M_{\sigma(j)}\) for \(j = 1, 2, ..., n\), and let \((\delta(1), \delta(2), ..., \delta(n))\) be a permutation of \(\{1, 2, ..., n\}\) such that \(D_{\delta(j-1)} > D_{\delta(j)}\) for \(j = 1, 2, ..., n\). As \(\{D_1, D_2, ..., D_n\}\) is a permutation of \(\{M_1, M_2, ..., M_n\}\), we have \(\sigma(j) = \delta(j)\) \((j = 1, 2, ..., n)\). Thus,

\[ HLDOWA(M_1, M_2, ..., M_n) = U(w_i M_{\delta(i)} U(\delta_j M_{\delta(j)} w_{\delta(j) M_{\delta(j)}})) \]
\[ = U(w_i D_{\delta(i)} U(\delta_j D_{\delta(j)} w_{\delta(j) D_{\delta(j)}})) \]
\[ = HLDOWA(D_1, D_2, ..., D_n) \]

This completes the proof of Property 3. \(\square\)

**Property 4** (Monotonicity). Let \(\{M_1, M_2, ..., M_n\}\) be a set of HLDs over \(S\). Let \(\{L_1, L_2, ..., L_n\}\) be another set of HLDs over \(S\). If \(M_j \geq L_j\) for \(j = 1, 2, ..., n\), then

\[ HLDOWA(M_1, M_2, ..., M_n) \geq HLDOWA(L_1, L_2, ..., L_n). \] (11)

Proof. Let \((\sigma(1), \sigma(2), ..., \sigma(n))\) be a permutation of \(\{1, 2, ..., n\}\) such that \(M_{\sigma(j-1)} > M_{\sigma(j)}\) for \(j = 1, 2, ..., n\), and let \((\delta(1), \delta(2), ..., \delta(n))\) be a permutation of \(\{1, 2, ..., n\}\) such that \(L_{\delta(j-1)} > L_{\delta(j)}\) for \(j = 1, 2, ..., n\). As \(M_j \geq L_j\) for \(j = 1, 2, ..., n\), we have \(M_{\sigma(j)} \geq L_{\delta(j)}\). Thus,

\[ E(HLDOWA(M_1, M_2, ..., M_n)) = \sum_{j=1}^{n} w_j E(M_{\sigma(j)}) \]
\[ \geq \sum_{j=1}^{n} w_j E(L_{\delta(j)}) = E(HLDOWA(L_1, L_2, ..., L_n)) \]

So, we have \(HLDOWA(M_1, M_2, ..., M_n) \geq HLDOWA(L_1, L_2, ..., L_n)\).

This completes the proof of Property 4. \(\square\)

**Property 5** (Idempotency). If \(M_j = M\) for all \(j = 1, 2, ..., n\), then for any HLDOWA,

\[ HLDOWA(M_1, M_2, ..., M_n) = M. \] (12)

Proof. Let \((\sigma(1), \sigma(2), ..., \sigma(n))\) be a permutation of \(\{1, 2, ..., n\}\) such that \(M_{\sigma(j-1)} > M_{\sigma(j)}\) for \(j = 1, 2, ..., n\). We have

\[ HLDOWA(M_1, M_2, ..., M_n) = U(w_i M_{\delta(i)} U(\delta_j M_{\delta(j)} w_{\delta(j) M_{\delta(j)}})) \]
\[ = U((w_i M_{\delta(i)} U(\delta_j M_{\delta(j)} w_{\delta(j) M_{\delta(j)}}))) = M. \]

This completes the proof of Property 5. \(\square\)

To improve the readability, the basic notations in this paper are listed below.

- \(S = \{s_1, s_2, ..., s_k\}\) : The linguistic term set.
- \(H^S\) : An HFLTS of \(S\).
- \(H\) : The set of all HFLTSs of \(S\).
- \(m = \{(s_k, \beta(s_k)) | k = 0, 1, ..., g\} \) : An LD over \(S\), where \(\beta(s_k) \in [0, 1] \cup \{null\}\) and \(\sum_{s_k \in \beta} \beta(s_k) \leq 1\).
- \(m^C = \{(s_k, \beta(s_k)) | k = 0, 1, ..., g\} \) : A CLD over \(S\), where \(\beta(s_k) \in [0, 1] \forall s_k \in S\) and \(\sum_{s_k \in \beta} \beta(s_k) = 1\).
- \(m^l = \{(s_k, \beta(s_k)) | k = 0, 1, ..., g\} \) : An ILD over \(S\), where there exists \(\beta(s_k) = null\) and \(\sum_{s_k \in \beta} \beta(s_k) < 1\).
- \(M = \{(H^S_i, \beta(H^S_i)) | H^S_i \in H\} \) : An HLD over \(S\), where \(\beta(H^S_i) \in [0, 1] \cup \{null\}\).
- \(M^* = \{(s_k, \beta(s_k)) | k = 0, 1, ..., g\} \) : The transformed LD of \(M\).
4. Comparisons among different linguistic expressions

In this section, we briefly describe the concepts of LD and its variants, and discuss the differences among several different linguistic expressions.

4.1. LD and its variants

Let \( S = \{s_1, s_2, \ldots, s_n\} \) be a linguistic term set, \( H^\sharp \) be an HFLTS of \( S \), and \( H \) be the set of all HFLTSs of \( S \).

1. The CLD. Zhang et al. [39] discussed the LD in which the symbolic proportion information provided for the terms is complete, i.e., the sum of the proportion information equals to one, which can be mathematically described as:
   \[
   m = \{(s_i, \beta(s_i)) | k = 0, 1, \ldots, g\},
   \]
   where \( \beta(s_i) \in [0,1] \forall s_i \in S \) and \( \sum_{k=0}^{g} \beta(s_i) = 1 \), and \( \beta(s_i) \) is the symbolic proportion of \( s_i \).

2. The ILD. Pang et al. [28] and Guo et al. [10] and Wu and Dong [35] discussed the cases of LD with incomplete information, in which the symbolic proportion information for the terms in an LD is incomplete, i.e., the sum of the proportion information is less than one, which can be mathematically described as:
   \[
   m = \{(s_i, \beta(s_i)) | k = 0, 1, \ldots, g\},
   \]
   where \( \exists \beta(s_i) = \text{null} \) and \( \sum_{\beta(s_i) \neq \text{null}} \beta(s_i) < 1 \).

Note 1. Pang et al. [28] and Guo et al. [10] discussed the cases of LD with partial ignorance of symbolic proportion information by introducing the concepts of probabilistic linguistic term sets and proportional fuzzy linguistic distribution through different mathematical representations respectively.

3. The possibility distribution for HFLTS. Wu and Xu [34] proposed the concept of the possibility distribution for HFLTS (PDHFLTS), in which the symbolic proportion information is uniformly distributed over the simple terms in an HFLTS and the sum of the possibility equals to one, which can be mathematically described as:
   \[
   m = \{(s_i, \beta(s_i)) | k = 0, 1, \ldots, g\},
   \]
   where \( \beta(s_i) \in [0,1] \forall s_i \in S \) and \( \sum_{s_i \in H^\sharp} \beta(s_i) = 1 \), \( \beta(s_i) \in (0,1] \) and \( H^\sharp \) is an HFLTS of \( S \).

The PDHFLTS is a special CLD.

Note 2. The mathematical formulation of the PDHFLTS in this paper is different from the definition provided in [34], but they have the same meaning.

4. The LD with interval symbolic proportions (Interval LD). Dong et al. [7] proposed the concept of LD with interval symbolic proportions, in which the symbolic proportion information for the terms in an LD are interval values, which can be mathematically described as:
   \[
   m = \{(s_i, \beta(s_i)) | k = 0, 1, \ldots, g\},
   \]
   where \( \beta(s_i) \in [0,1] \forall s_i \in S \) and \( \sum_{k=0}^{g} \beta(s_i) \subseteq [0,1] \), and \( \beta(s_i) \) is the symbolic proportion of \( s_i \).

(5) The HLD proposed in this paper. In HLD, the symbolic proportion information for the terms are distributed over HFLTSs, which can be mathematically described as:
   \[
   \forall \{"(s_i, \beta(s_i)) | k = 0, 1, \ldots, g\};(s_i, \beta(s_i)) \subseteq [0,1] \}
   \]
   where \( \beta(s_i) \in [0,1] \forall s_i \in S \) and \( \sum_{\beta(s_i) \neq \text{null}} \beta(s_i) < 1 \), \( \forall \{"(s_i, \beta(s_i)) | k = 0, 1, \ldots, g\}\text{null}\}

4.2. Comparisons among LD and its variants

Based on the analysis of LD and its variants, their comparison results are listed in Table 1.

From the above comparisons, we can figure out the following characteristics:

(1) The PDHFLTS is a special CLD.
(2) CLD is a special CHLD.
(3) ILD is a special IHLD.
(4) Interval LD is a generalization of LD.

The relationships among the LD and its variants can be described as Fig.1.
Table 1. The comparisons of LD and its variants

<table>
<thead>
<tr>
<th>Name of linguistic expression</th>
<th>LD</th>
<th>CLD</th>
<th>ILD</th>
<th>Interval LD</th>
<th>Our proposal (HLD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mathematical format</td>
<td>{(s_k, \beta(s_k))}</td>
<td>{(s_k, \beta(s_k))}</td>
<td>{(s_k, \beta(s_k))}</td>
<td>{(s_k, \beta(s_k))}</td>
<td>{(\hat{H}^x_k, \beta(\hat{H}^x_k))}</td>
</tr>
<tr>
<td>(k = 0,..., g)</td>
<td>(k = 0,..., g)</td>
<td>(k = 0,..., g)</td>
<td>(k = 0,..., g)</td>
<td>(\hat{H}^x_k \in H)</td>
<td></td>
</tr>
<tr>
<td>Symbolic proportion information</td>
<td>\sum_{s_k \in S} \beta(s_k) = 1</td>
<td>\sum_{s_k \in S} \beta(s_k) = 1</td>
<td>\sum_{s_k \in S} \beta(s_k) &lt; 1</td>
<td>\sum_{s_k \in S} \beta(s_k) \subseteq [0, 1]</td>
<td>\sum_{s_k \in S} \beta(\hat{H}^x_k) \leq 1</td>
</tr>
</tbody>
</table>

Interval LD
\[ \sum_{s_k \in S} \beta(s_k) \leq [0, 1] \]

CLD
\[ \sum_{s_k \in S} \beta(s_k) = 1 \]

ILD
\[ \sum_{s_k \in S} \beta(s_k) < 1 \]

HLD
\[ \sum_{\hat{H}^x_k \in H} \beta(\hat{H}^x_k) = 1 \]

PDHFLTS
\[ \sum_{s_k \in S} \beta(s_k) = 1 \]

CHLD
\[ \sum_{\hat{H}^x_k \in H} \beta(\hat{H}^x_k) \leq 1 \]

Fig.1 The relationships among LD and its variants

5. Use of the proposed HLDs in MAGDM

In this section, we apply our proposal in MAGDM problems [6, 8, 38, 40]. Procedures for MAGDM with HLDs are presented and an illustrative example is demonstrated.

5.1. Description of the MAGDM problem with HLDs

In this section we propose the procedures for the MAGDM with HLDs.

Let \( S = \{s_1, s_2, \ldots, s_q\} \) be the linguistic term set and \( D = \{d_1, d_2, \ldots, d_p\} \) be a set of \( n \) decision makers with \( w = \{w_1, w_2, \ldots, w_n\}^T \) being the weighting vector satisfying \( w_j \geq 0 \) and \( \sum_{j=1}^n w_j = 1 \). Let \( X = \{x_1, x_2, \ldots, x_q\} \) be a set of \( q \) alternatives and \( A = \{a_1, a_2, \ldots, a_p\} \) be a set of \( p \) attributes with \( v = \{v_1, v_2, \ldots, v_p\}^T \) being the weighting vector satisfying \( v_i \geq 0 \) and \( \sum_{i=1}^p v_i = 1 \). As the information for the alternatives is uncertain, decision makers \( \{d_1, d_2, \ldots, d_n\} \) provide their preferences over alternatives \( \{x_1, x_2, \ldots, x_q\} \) by the form of LDs. In addition, the decision makers are from different fields and they may hesitate due to their vague knowledge when providing their professional opinions on the alternatives. So, the HLDs are adopted by decision makers to elicit their preferences. The procedures for the MAGDM with HLDs are depicted below:
Step 1: Construct the evaluation matrix of each decision maker \( d_j \) (\( j = 1, 2, ..., n \)) for alternatives \( \{x_1, x_2, ..., x_q\} \), \( L^j = (M^j)_{q 	imes p} \), where \( M^j = \{(H^s_{i,j}, \beta(H^s_{i,j})) | H^s_{i,j} \in H\} \) is an HLD.

The HLD based evaluation matrix \( M^j \) represents \( d_j \)'s preferences for alternative \( x_r \) (\( r = 1, 2, ..., q \)) with respect to attribute \( a_t \) (\( t = 1, 2, ..., p \)).

Step 2: Obtain the collective evaluation matrix \( \overline{L} = (\overline{M})_{q 	imes p} \) for each alternative \( x_j \) with respect to attribute \( a_t \) by aggregating each decision maker \( d_j \)'s evaluation matrix.

Without loss of generality, we utilize the HLDOWA in the aggregation process in this step and the next step. Then based on Eq. (8), we obtain \( \overline{M} = \{(H^s_{i,j}, \beta(H^s_{i,j})) | H^s_{i,j} \in H\} \), where
\[
\overline{M} = HLDOWA(M^1, M^2, ..., M^n).
\] (13)

Step 3: Calculate the overall value \( z_j \) of each alternative \( x_j \).
\[
 z_j = HLDOWA(\overline{M^1}, \overline{M^2}, ..., \overline{M^n}).
\] (14)

Step 4: Rank the alternatives \( \{x_1, x_2, ..., x_q\} \).

According to the comparisons for HLDs in section 3 and the Algorithm I, we rank the alternatives based on the expectations and variations of \( z_j \) by Eqs. (4)-(5). The larger value of \( E(z_j) \), the better alternative \( x_j \).

5.2. Illustrative example

Suppose that five experts, \( D = \{d_1, d_2, d_3, d_4, d_5\} \), are invited to provide professional evaluations on football teams. Four football teams, \( X = \{x_1, x_2, x_3, x_4\} \), are considered and four attributes \( A = \{a_1, a_2, a_3, a_4\} \) are taken into account in the evaluation process. The information of the football teams provided for the experts are each team’s previous performances, so experts \( \{d_1, d_2, d_3, d_4, d_5\} \) provide their preferences over \( \{x_1, x_2, x_3, x_4\} \) by the form of LDs. As the expert team consists of experts from different fields, who may hesitate when evaluating due to their vague knowledge for the football teams, the HLDs are adopted by experts to elicit their preferences. The established linguistic term set is
\[
S = \{s_v : very\ poor, s_i : poor, s_{vi} : slightly\ poor, s_a : average, s_{ga} : slightly\ good, s_g : good, s_{vg} : very\ good\}
\].

Step 1: Five experts’ evaluation matrices for alternative \( x_j \) (\( r = 1, 2, 3, 4 \)) are listed below. See Tables 2-6.

<table>
<thead>
<tr>
<th>Table 2. The linguistic preference ( L^j ) provided by ( d_1 ).</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L^j )</td>
</tr>
<tr>
<td>( x_1 )</td>
</tr>
<tr>
<td>( x_2 )</td>
</tr>
<tr>
<td>( x_3 )</td>
</tr>
<tr>
<td>( x_4 )</td>
</tr>
</tbody>
</table>
Table 3. The linguistic preference $L_2$ provided by $d_1$.

<table>
<thead>
<tr>
<th></th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>${([s_0,s_1,s_2],0.4),([s_0,s_1],0.1),([s_0,s_1,s_2],0.2)}$</td>
<td>${([s_0,s_1],0.1),([s_0,s_1,s_2],0.3),([s_0,s_1,s_2],0.2)}$</td>
<td>${([s_0,s_1],0.1),([s_0,s_1,s_2],0.6)}$</td>
<td>${([s_0,s_1],0.1),([s_0,s_1,s_2],0.1)}$</td>
</tr>
<tr>
<td></td>
<td>${([s_0,s_1],0.1),([s_0,s_1,s_2],0.4),([s_0,s_1,s_2],0.5)}$</td>
<td>${([s_0,s_1],0.1),([s_0,s_1,s_2],0.3),([s_0,s_1,s_2],0.2)}$</td>
<td>${([s_0,s_1],0.1),([s_0,s_1,s_2],0.6)}$</td>
<td>${([s_0,s_1],0.1),([s_0,s_1,s_2],0.1)}$</td>
</tr>
<tr>
<td>$x_1$</td>
<td>${([s_0,s_1],0.1),([s_0,s_1,s_2],0.3)}$</td>
<td>${([s_0,s_1],0.1),([s_0,s_1,s_2],0.3),([s_0,s_1,s_2],0.2)}$</td>
<td>${([s_0,s_1],0.1),([s_0,s_1,s_2],0.6)}$</td>
<td>${([s_0,s_1],0.1),([s_0,s_1,s_2],0.1)}$</td>
</tr>
<tr>
<td></td>
<td>${([s_0,s_1],0.1),([s_0,s_1,s_2],0.5)}$</td>
<td>${([s_0,s_1],0.1),([s_0,s_1,s_2],0.3),([s_0,s_1,s_2],0.2)}$</td>
<td>${([s_0,s_1],0.1),([s_0,s_1,s_2],0.6)}$</td>
<td>${([s_0,s_1],0.1),([s_0,s_1,s_2],0.1)}$</td>
</tr>
</tbody>
</table>

Table 4. The linguistic preference $L_3$ provided by $d_1$.

<table>
<thead>
<tr>
<th></th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>${([s_0,0.1],([s_0,s_1],0.1)}$</td>
<td>${([s_0,0.1],([s_0,s_1],0.1)}$</td>
<td>${([s_0,0.1],([s_0,s_1],0.2)}$</td>
<td>${([s_0,0.1],([s_0,s_1],0.1)}$</td>
</tr>
<tr>
<td>$x_1$</td>
<td>${([s_0,0.1],[s_0,s_1],0.1)}$</td>
<td>${([s_0,0.1],[s_0,s_1],0.1)}$</td>
<td>${([s_0,0.1],[s_0,s_1],0.2)}$</td>
<td>${([s_0,0.1],[s_0,s_1],0.1)}$</td>
</tr>
<tr>
<td></td>
<td>${([s_0,0.1],[s_0,s_1],0.3)}$</td>
<td>${([s_0,0.1],[s_0,s_1],0.3)}$</td>
<td>${([s_0,0.1],[s_0,s_1],0.2)}$</td>
<td>${([s_0,0.1],[s_0,s_1],0.1)}$</td>
</tr>
<tr>
<td></td>
<td>${([s_0,0.1],[s_0,s_1],0.4)}$</td>
<td>${([s_0,0.1],[s_0,s_1],0.2)}$</td>
<td>${([s_0,0.1],[s_0,s_1],0.3)}$</td>
<td>${([s_0,0.1],[s_0,s_1],0.2)}$</td>
</tr>
</tbody>
</table>

Table 4. The linguistic preference $L_3$ provided by $d_1$.
by Eq. (14). Without loss of generality, suppose $v = (0.15, 0.3, 0.25, 0.3)^T$ . See Table 8.

Step 4: Rank the alternatives $\{x_1, x_2, x_3, x_4\}$ according to the expectations of $z_r$ ($r = 1, 2, 3, 4$) . Based on the Algorithm I, we have the transformed LDs $z_r^*$ associated with $z_r$ . See Table 9.

Table 5. The linguistic preference $L^*$ provided by $d_4$ .

<table>
<thead>
<tr>
<th>$L_4$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
</tr>
<tr>
<td>$x_2$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
</tr>
<tr>
<td>$x_3$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
</tr>
<tr>
<td>$x_4$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
</tr>
</tbody>
</table>

Table 6. The linguistic preference $L^*$ provided by $d_4$ .

<table>
<thead>
<tr>
<th>$L_4$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
</tr>
<tr>
<td>$x_2$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
</tr>
<tr>
<td>$x_3$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
</tr>
<tr>
<td>$x_4$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
<td>${(s_0,0.1),(s_1,0.1)}$</td>
</tr>
</tbody>
</table>
Table 7. The collective linguistic preference $\overline{L}$.

<table>
<thead>
<tr>
<th>$\overline{L}$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>${(s_y,0.1), (s_x,s_z,x_1,0.08), (s_x,0.06),(s_x,s_z,0.04), (s_x,0.06),(s_x,s_z,0.02), (s_x,s_z,0.08), (s_x,s_z,0.12), (s_x,0.08), (s_x,s_z,0.04), (s_x,s_z,0.06), (s_x,s_z,0.06), (s_x,s_z,0.02), (s_x,s_z,0.06), (s_x,s_z,0.04), (s_x,s_z,0.04), (s_x,s_z,0.06), (s_x,s_z,0.02), (s_x,s_z,0.04), (s_x,s_z,0.04), (s_x,s_z,0.06), (s_x,s_z,0.06), (s_x,s_z,0.02), (s_x,s_z,0.04), (s_x,s_z,0.04), (s_x,s_z,0.06), (s_x,s_z,0.06), (s_x,s_z,0.02), (s_x,s_z,0.04), (s_x,s_z,0.04), (s_x,s_z,0.06), (s_x,s_z,0.06), (s_x,s_z,0.02), (s_x,s_z,0.04), (s_x,s_z,0.04), (s_x,s_z,0.06), (s_x,s_z,0.06), (s_x,s_z,0.02), (s_x,s_z,0.04), (s_x,s_z,0.04), (s_x,s_z,0.06), (s_x,s_z,0.06), (s_x,s_z,0.02), (s_x,s_z,0.04), (s_x,s_z,0.04), (s_x,s_z,0.06), (s_x,s_z,0.06), (s_x,s_z,0.02)}$</td>
<td>${(s_x,0.02), (s_x,s_z,0.08), (s_x,0.06),(s_x,s_z,0.04), (s_x,s_z,0.04), (s_x,s_z,0.06), (s_x,s_z,0.06), (s_x,s_z,0.02), (s_x,s_z,0.04), (s_x,s_z,0.04), (s_x,s_z,0.06), (s_x,s_z,0.06), (s_x,s_z,0.02), (s_x,s_z,0.04), (s_x,s_z,0.04), (s_x,s_z,0.06), (s_x,s_z,0.06), (s_x,s_z,0.02), (s_x,s_z,0.04), (s_x,s_z,0.04), (s_x,s_z,0.06), (s_x,s_z,0.06), (s_x,s_z,0.02), (s_x,s_z,0.04), (s_x,s_z,0.04), (s_x,s_z,0.06), (s_x,s_z,0.06), (s_x,s_z,0.02)}$</td>
<td>${(s_x,s_z,0.14), (s_x,s_z,0.06),(s_x,0.02), (s_x,s_z,0.08), (s_x,s_z,0.06),(s_x,0.04),(s_x,s_z,0.02), (s_x,s_z,0.06), (s_x,s_z,0.02), (s_x,s_z,0.04), (s_x,s_z,0.08), (s_x,s_z,0.08), (s_x,s_z,0.14), (s_x,s_z,0.08), (s_x,s_z,0.06), (s_x,s_z,0.04), (s_x,s_z,0.06), (s_x,s_z,0.02)}</td>
<td>${(s_y,0.1), (s_x,s_z,0.06),(s_x,0.02), (s_x,s_z,0.08), (s_x,s_z,0.06),(s_x,0.04),(s_x,s_z,0.02), (s_x,s_z,0.06), (s_x,s_z,0.02), (s_x,s_z,0.04), (s_x,s_z,0.08), (s_x,s_z,0.08), (s_x,s_z,0.14), (s_x,s_z,0.08), (s_x,s_z,0.06), (s_x,s_z,0.04), (s_x,s_z,0.06), (s_x,s_z,0.02)}</td>
<td></td>
</tr>
</tbody>
</table>
Table 8. The overall value of alternative \( x_r \) \((r = 1, 2, 3, 4)\).

| \( x_1 \) | \( (x_1, 0.058), (x_1, s_1, s_2, 0.067), (x_1, s_1, s_2, s_3, 0.054), (x_1, s_2, 0.048), (x_1, s_2, s_3, 0.012) \) |
| \( x_2 \) | \( (x_2, s_1, s_2, 0.028), (x_2, s_2, 0.044), (x_2, s_2, s_3, 0.034), (x_2, s_2, s_3, s_4, 0.039), (x_2, s_3, 0.056), \) |
| \( x_3 \) | \( (x_3, s_1, s_2, 0.036), (x_3, s_1, s_2, s_3, 0.036), (x_3, s_1, s_2, s_3, s_4, 0.043), (x_3, s_2, s_3, s_4, 0.012) \) |
| \( x_4 \) | \( (x_4, s_1, s_2, s_3, 0.256), (x_4, s_1, s_2, s_3, s_4, 0.112), (x_4, s_1, s_2, s_3, s_4, s_5, 0.036) \) |

As \( E(z_3) > E(z_2) > E(z_1) > E(z_1) \), the ranking of the alternatives is: \( x_3 > x_2 > x_1 > x_4 \).

6. Conclusions

In this paper, we propose the concept of the HLD to model decision makers' linguistic expression preferences based on the use of HFLTSs and LDs, and study the proposed HLD from the following aspects.

1. The transformation between the HLDs and LDs is presented and basic operations including comparison and aggregation operations are proposed to perform on HLDs.

2. The comparisons among several linguistic expressions such as the PDHFLTS, CLD, ILD, and interval LD and HLD are discussed to show that the HLD is their generalization.

3. We discuss the use and behavior mechanism of the HLD in MAGDM.

The GDM with linguistic expressions not only relates to mathematical models, but also to philosophical issues. Therefore, it would be interesting to psychologically investigate decision makers' behaviors when using different linguistic expressions in the future research.
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