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Abstract. The rapid development of Internet information technology makes the problem of information overload become more and more serious, and recommendation system is one of the effective ways to solve this problem which is favored by people. However, for the massive data information, the recommended algorithm faces the bottleneck problem of processing speed and computing resources, so this paper proposed a parallel collaborative filtering recommendation algorithm based on Spark. The RLPSO algorithm is used to optimize the clustering factor of the K-means clustering algorithm by associating users with similar interests into a cluster and using the recommended algorithm for users to recommend is implemented on the Spark platform. The experimental results show that the improved algorithm has a significant improvement in the prediction accuracy, and has a higher speedup and stability compared with the traditional collaborative filtering recommendation algorithm.

1. Introduction

The rapid development of Internet information technology makes the information overload problem become more and more serious. As a technical solution to Internet information overload, the recommendation system is drawing increasingly more attention from the industry [1]. The recommendation system can learn the behavior of the users, and understand their preferences, so as to help recommend what they may be interested in. Among many recommendation methods, collaborative filtering algorithm is currently the most widely used. Collaborative filtering algorithm is divided into two categories: memory-based and model-based [2], the memory-based collaborative filtering is divided into user-based and item-based collaborative filtering, which process is mainly based on the scoring matrix. While model-based collaborative filtering from the existing score matrix to learn a compact model and learn to predict from this model. At present, the commonly used models include Regression Model, Bayesian Model, Clustering Model, Markov Model, Latent Factor Model, Singular Value Decomposition Model, and Restricted Boltzmann Machine [3].

Although the collaborative recommendation algorithm has achieved great success, but there still exists some problems such as cold start, data sparse, and algorithm scalability and so on. In [4], the clustering algorithm is used to solve the problem of scalability of traditional collaborative filtering algorithm, while reducing the time complexity of the algorithm. In [5,6], a multi-clustering algorithm is proposed, which combines all users and items into several user-item clusters. Each cluster contains some user and item data. Experiments show that the accuracy of the recommended results has improved compared with the original algorithm. In [7], the multi-standard collaborative filtering algorithm extended horizontally and ran by adding the computing nodes. The experimental results show that the algorithm has not been improved obviously with the increase of nodes. In [8], the Tanimoto coefficient is used to calculate the similarity, and the recommendation based on the Spark platform is more efficient compared with the Hadoop. The above algorithm improves the recommendation result to a certain degree, but it uses the user rating information to calculate the similarity, ignoring the user group with similar interest to the target user group has better reference value than other users. In this paper, clustering algorithm is used to cluster the user information, and the Spark distributed platform is used to perform parallel computation while facing the problem of
low efficiency of data processing. Based on the K-means clustering algorithm [10], the clustering analysis of the scoring data is based on the user group with similar interest to the target user, users with similar interests are clustered into one cluster, and recommend the product to the target user by using the recommendation algorithm, according to the user group with similar interest with the target user has higher reference value than other users. In this paper, the initialization factor of K-means clustering algorithm is optimized by RLPSO [11] algorithm for the uncertainty of K-means clustering algorithm initialization factor.

2. RLPSO_KM_CF Algorithm Based on Spark

In the RLPSO algorithm, the iterative process of each particle is independent of each other, and each particle iterates the same task, the larger the task granularity is, the longer the computation time will be. The same problem is also reflected in the K-means algorithm, the iterative calculation of the data object and the distance from the center of the cluster are then classified and the clustering center is updated, which challenges the time efficiency of the algorithm. In view of the above situation, this paper proposes the Spark-based RLPSO_KM_CF algorithm, which effectively supports the iterative operation and improves the efficiency of the algorithm. The algorithm is divided into three stages:

The first stage: Parallel design and implementation for RLPSO algorithm. In this paper, the process of initializing particle swarm information, constructing solution, local searching local solution and reversing learning is independent as a parallel unit. The optimal solution of each particle swarm is solved by Spark parallel processing n particle swarm information, and finally the optimal solution of the whole particle swarm is updated and the optimal solution of particle swarm is printed.

The second stage: The optimal solution of particle swarm is decomposed as the initial clustering center of clustering algorithm. In the Spark, RDD is used to divide the data samples into n compute nodes. The cluster center is shared among the compute nodes by means of the broadcast method of SparkContext. The initialized clustering center is distributed to all nodes, and for each data slice, the Euclidean distance with each cluster center is calculated. The sum of the data belonging to the cluster is calculated according to each cluster center. Merging the sum of the data for each node that is to determine whether sum value is less than the threshold. Use the map and reduce functions to complete the operation of updating the cluster center until the algorithm completes the number of iterations or reaches convergence and prints the clustering center and the clustering results.

The third stage: Through the second stage of the output of the cluster center and clustering results. First of all, to determine whether the target user is a new user, if it is a new user, according to the item popularity formula, calculate the highest prevalence of items N items and then recommend item to the target user. Otherwise, sort the user's item rating information and persist these information through the map function; According to the cluster center to calculate the user belongs to the cluster, use the groupByKey function to obtain the target user rating of the item information as RDD1; according to the user similarity formula to calculate the similarity between users within the cluster and obtain the highest degree of similarity with the target user information as RDD2 through the filter function; obtain the target user's neighborhood user evaluation of the item information as RDD3 Through the groupByKey function; return to the target user has not evaluated the item information as RDD4 through the distinct function between RDD1 and RDD3;The score information of the item information in the RDD 4 is calculated by the score prediction formula, and finally the N item with the highest score is recommended to the target user.

3. Experiments

3.1 The Experimental Environment and Parameter Settings

According to the research, in the experimental environment we use centos7.0 equipment system server server with the bridge mode to deploy eight devices, including seven work nodes and one master node;the Spark version is 2.0, and Hadoop version 2.7. At the same time, in order to test the
difference in the recommended quality between the collaborative filtering recommendation algorithm based on the multi-similarity between users and the traditional User-based collaborative filtering recommendation algorithm, this paper uses the MovieLens data set provided by the University of Minnesota's GroupLens Research laboratory. In this paper, three methods are selected as the contrast algorithm: the traditional UserCF collaborative filtering recommendation algorithm, the improved Top-N clustering collaborative filtering recommendation algorithm KCF, and the RLPSO_KM_CF collaborative filtering recommendation algorithm proposed in this paper. In order to reduce the complexity of the model calculation, the parameters set by the RLPSO algorithm are set by the parameters proposed in [12]. The RLPSO_KM clustering algorithm is used to divide the users into 2, 3, 4, 5, 6, 7 and 8 clusters, and the traditional user-based collaborative filtering recommendation algorithm is applied to each cluster in each time. Finally, calculate the average recall rate and MAE value.

3.2 Experimental Analysis

According to Fig. 1, KCF and RLPSO_KM_CF are superior to the traditional User-CF algorithm, regardless of the influence of random factors. And the RLPSO_KM_CF algorithm is better than the KCF algorithm. At the same time, we can see from the figure, with the increase in the number of clusters, E-measure values of KCF and RLPSO_KM_CF algorithm are gradually decreasing and get the maximum value when the K value is 2 and K value is 4 respectively, which also shows that with the increase in the number of clustering factors, the target user neighborhood set gradually less recommendation will be reduced in accuracy. But on the whole, the RLPSO_KM_CF algorithm proposed in this paper has advantage on F-measure. At the same time, it improves the recommended accuracy rate.

![Figure 1. F-measure](image)
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According to the given three datasets, the traditional User-CF algorithm and RLPSO_KM_CF algorithm are executed in a stand-alone environment, and the RLPSO_KM_CF algorithm is implemented in the Spark environment to compare the acceleration ratio. The experimental results are shown in Figure2. As can be seen from the figure, in the data set for the 100K and 1M, the advantages of parallel algorithms cannot be well reflected. But with the increasing size of the data set, Spark parallelization gradually become obvious, which fully reflects the Spark-based memory computing model in the time overhead on the huge advantage. At the same time, the contrast speedup ratio between the traditional collaborative filtering recommendation algorithm and the RLPSO_KM_CF algorithm in the serial environment, the acceleration ratio reaches 3 times of the traditional collaborative filtering recommendation algorithm when the dataset is 10M.
4. Summary

The traditional collaborative filtering recommendation algorithm refers to the rating information of all users when recommending for a target user. However, when recommending for a target user, users who are more similar to it are clearly more valuable than other users. Based on the traditional cooperative filtering, this paper proposes a collaborative filtering recommendation algorithm based on RLPSO_KM_CF. The RLPSO_KM algorithm is used to cluster according to the distance between sample points by applying the user-based filtering algorithm to recommend for each other. In order to solve the problem of K-means algorithm itself and improve the clustering effect, this paper proposes to optimize the clustering factor by using RLPSO algorithm. In addition, this paper proposes the RLPSO_KM_CF collaborative filtering algorithm based on Spark platform. The experimental results show that the algorithm proposed in this paper has improved the accuracy rate and proved the correctness of the proposed algorithm. This paper chooses only a suitable clustering algorithm to study. In the future research, we can consider choosing some clustering algorithms suitable for sparse matrix with the traditional collaborative filtering algorithm faced the cold start problem and scarcity of scoring matrix.
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