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Abstract. Open online courses integrate high-quality education resources and play active roles in the education system. This paper presents an intelligent open online course based on big data. This online course provides a variety of resources and massive exercises. Based on the recommender system, the course recommends the most appropriate resources to each student. And based on the neural network, the course develops a suitable review plan for each student.

Introduction

In 2012, the Massachusetts Institute of Technology launched an open online class. Since then, Massive Open Online Courses (MOOCs) have been popular in the world. Open online courses integrate high-quality education resources and play active roles in the education system.

With the development of open online courses, high-quality teaching resources have accumulated more and more. In an online course, each knowledge point often corresponds to a number of videos, animations, coursewares, texts and other teaching resources, as well as a large number of exercises. The increase of types and quantities of resources enriched the teaching forms, but is also brings new problems: how do students choose resources? Excellent open online courses should guide students to learn the most effective teaching resources.

With the rapid development of new information technology, the informationization construction in colleges and universities is also facing great challenges. How to achieve intelligent online course is worth studying. Through the excavation and analysis of big data on campus, we can understand each student's living habits and interest in learning. Intelligent online courses can provide the most suitable teaching resources for each student, and can make the most effective learning plan for each student.

Design of the Intelligent Online Course.

The intelligent online course proposed in this paper needs to be integrated with big data. Its design is shown in Fig. 1.

In Fig. 1, the teaching resources database contains a wealth of teaching resources. According to the analysis of big data, intelligent learning recommendation system will filter the content of resources,
and recommend the most suitable teaching resources to each student. In addition, the intelligent learning recommendation system will also develop a review plan for each student.

With the development of information technology, the big data on campus has accumulated over the years. How to exploit the valuable information contained in these data is a new challenge to the construction of information technology in Colleges and universities. Currently, the analysis of big data is mainly based on the Deep Neural Network (DNN) algorithm. In addition, the recommender-system is also an effective way to solve the information overload. The intelligent learning recommendation system shown in Fig. 1 is based on neural network and recommender-system algorithm.

How to Recommend the Most Suitable Teaching Resources to Students.

The intelligent learning recommendation system in Figure 1 adopts the User-Based Collaborative Filtering (UserCF) algorithm and recommends the most suitable teaching resources to each student. Before recommending resources, the system first finds other students who are similar to the target student. The following equation can be used to calculate the similarity about students' interest.

\[ S_{ab} = \frac{|N(a) \cap N(b)|}{\sqrt{|N(a)||N(b)|}} \]  

In equation (1), \( S_{ab} \) represents the similarity between Student A (SA) and Student B (SB). \( N(a) \cap N(b) \) represents the set of resources that attract both SA and SB.

After obtaining the similarity of students' interest, we use the following equation to calculate the students' interest in a certain resource.

\[ X(a,i) = \sum_{b \in S(a,m) \cap N(i)} S_{ab} R_{bi} \]  

In equation (2), \( X(a,i) \) represents the degree of SA's interest in Resource I (SI). \( S(a,m) \) contains a set of users with similar interests to SA. \( N(i) \) is a set of students interested in SI. \( S_{ab} \) represents the similarity between SA and SB. \( R_{bi} \) represents SB's interest in SI.

Using the above method, the system can know a student's interest in a certain resource. Then, the system can try to recommend suitable resources to this student.

How to Recommend Targeted Exercises to Students.

The intelligent learning recommendation system adopts the method of Item-Based Collaborative Filtering (ItemCF) and recommends targeted exercises to each student. Exercises have some relevance. For example, if a student has a problem with the exercise U, then he is likely to have problems with exercise V. The following equation can be used to calculate the association of two exercises.

\[ Q_{uv} = \frac{|F(u) \cap F(v)|}{\sqrt{|F(u)||F(v)|}} \]  

In equation (3), \( Q_{uv} \) represents the association of Exercise U (EU) and Exercise V (EV). \( F(u) \) represents the number of students who have problems with EU. After getting the association of the exercises, we can predict the importance of EU to Student A (SA) by the following equation.

\[ Y(a, v) = \sum_{u \in F(u) \cap Q(v, K)} Q_{uv} T_{au} \]  

(4)
In equation (4), \( Q(v, K) \) represents a set of exercises associated with EV, \( T_{\text{ass}} \) indicates the importance of EU to SA.

Using the above method, the system can understand the importance of an exercise to a student. Then, the system can try to recommend targeted exercises to this student. Of course, if the system is only recommended targeted exercises, which may reduce the confidence of students. Therefore, the system should mark the importance of all exercises. Then, students choose suitable exercises by themselves.

**How to Make Review Plans for Students.**

H. Ebbinghaus, a German psychologist, found that forgetting began immediately after learning, and the process of forgetting was not uniform. His experimental results are plotted to describe the forgotten process. The forgetting curve is shown in Fig. 2.

![Figure 2. The forgetting curve](image)

![Figure 3. Network structure](image)

After careful study, the input information has become a short-term memory. But if you do not review in time, the information will be forgotten. And after a timely review, these short-term memory will become a long-term memory.

In addition, we also believe that each student's memory should be different. The effect of each review should be related to the student's memory, the number of reviews, the time interval, the difficulty of the knowledge and so on. Because the students' memory is hard to describe in numerical terms, so we use the IQ, the average score in the past and the online learning activity to replace it. The IQ was obtained through online Q & A tests. We use the following equation to calculate the number of days that a student can keep the memory after each review.

\[
T = \sqrt{\frac{aN^2 + bN^2 + cO^2 + dP^2 + eQ^2 + fR^2}{6}}
\]  

(5)

In Equation (5), \( T \) indicates the number of days that the student can keep memory. After \( T \) days, the system will arrange for students to review again. \( M \) indicates the number of times the student has reviewed. \( N \) indicates the time interval between this review and the last review. \( O \) indicates the student's IQ. \( P \) represents the average score of the student in the past. \( Q \) represents the student's learning activity. \( R \) indicates the difficulty of this knowledge point. The \( a, b, c, d, e \) and \( f \) are the weights of the parameters, and their initial values are 2, 1.5, 0.05, 0.05, 0.05 and 0.05. These weights can be corrected by analyzing the big data on the campus.

At present, the analysis of big data mainly uses BP neural network (BPNN), convolutional neural network (CNN), recurrent neural network (RNN) and LSTM neural network (LSTM). CNN is suitable for the identification of images and voices. RNN is suitable for language modeling. LMSL is suitable for the recognition of voices, pictures and natural languages.
The intelligent recommendation system proposed in this paper uses BPNN to analyze the big data on campus. BPNN is a Feedforward Neural Network, and its network structure is shown in Fig. 3. There are 6 nodes in the input layer of the network, but only 1 node in the output layer. Because the number of BPNN's hidden layers should not be too much, so there are only 2 hidden layers. Each hidden layer has 5 nodes. The activation function of the neural network is "sigmoid".

At each review, the system will test the student, and adjust the neural network based on the test results. If the student's test results are ideal, the network uses the following equation as the objective function. Where the initial value of $\beta$ is 0.2.

$$E_d = \frac{1}{2} (\beta T + 2)^2$$

(6)

If the student's test results are not good, the network uses the following equation as the objective function. The function $\min$ can get the minimum value.

$$E_d = -\min \left( T - 1, \frac{1}{2} (\beta T + 2)^2 \right)$$

(7)

We also optimize the weights of the network through genetic algorithms. The weights are encoded to produce chromosomes. Then, the chromosomes are crossed, matched, and mutated, so that the network evolves continuously.

Analysis of Practical Data.

3 years ago, we set up two open online courses of "C language programming". One is intelligent and the other is traditional. We divide the students into two groups: M and N. Students in the group M studied the intelligent open online course, while students in the group N studied the traditional open online course.

There are 6 semesters in 3 years. During this period, 716 students were enrolled in the group M, and 734 students were enrolled in the group N. The average score of each semester of the course is shown in Fig. 4. Obviously, in each semester, the average score of the group M was higher than that of the group N. Moreover, with the continuous training of neural networks, the system becomes more and more intelligent. The average scores of M students are also increasing.

"Java Language Programming (JAVA)" is similar to "C Language Programming (C)". Students in the group M have also studied the traditional open online course of "JAVA". We randomly selected 30 samples from the group M. Their scores of two courses are shown in Fig. 5. Obviously, for most students, scores of "C" are higher than those of "JAVA".

Figure 4. The average scores
We choose a class (class A) from the M group, and choose another class (class B) from the N group. Except for "C", the average scores of other courses in the two classes are almost the same. The scores of "C" in the two classes are shown in Fig. 7. Obviously, the scores of students from class A are generally higher.

After learning the "C", teachers also evaluated the students' practical ability. The results of the evaluations in the two classes are shown in Fig. 7. Obviously, the class A is better.
**Summary**

The practice data demonstrates the advantages of the intelligent online open course. The intelligent online course recommends the most suitable teaching resources to each student. Compared with the traditional online courses, the intelligent online course is more suitable for modern education system.
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